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Abstract
Concept classifiers have been used in speech to speech translation systems. Their effectiveness, however, depends on the size of the domain that they cover. The main bottleneck in expanding the classifier domain is the degradation in accuracy as the number of classes increase. Here we introduce a hierarchical classification process that aims to scale up the domain without compromising the accuracy. We propose to exploit the categorical associations that naturally appear in the training data to split the domain into sub-domains with fewer classes. We use two methods of language model based classification and topic modeling with latent Dirichlet allocation to use the discourse information for sub-domain detection. The classification task is performed in two steps. First the best category for the discourse is detected using one of the above methods. Then a sub-domain classifier—limited to that category—is deployed. Empirical results from our experiments show higher accuracy for the proposed method compared to a single layered classifier.

Index Terms: utterance classification, topic modeling, latent Dirichlet allocation, speech-to-speech translation

1. Introduction
Concept based classification of spoken utterances has been considered as one of the translation methods in speech to speech (S2S) translation systems [1, 2] since the time of earliest prototypes. Despite its limited domain, this method remains attractive due to its robustness to disfluencies and ASR errors, the quality of its outputs, and the accurate back-translation that it provides to the user especially for structured interactions. Concept classifiers have also been used in other applications involving Spoken Language Understanding (SLU) [3]. Facilitating the exchange of concepts between the interlocutors is usually the design criterion for S2S translation systems. The classifier operates on a finite number of concepts. This simplifies the use of discourse information [4] which can greatly improve the effectiveness of the machine as a concept mediator.

The set of concepts that a classifier handles defines its domain. Since the domain of the classifier is limited it must be accompanied by some other general domain translation engine to cope with the out of domain utterances. In practice the classifier is effective only if its domain is large enough. The accuracy of the classifier, however, decreases as its domain grows because of a larger number of concept classes. In other words, this drop in accuracy is the bottleneck in scaling up the classifier domain.

An intuitive solution to this problem is to divide a large classification domain into smaller sub-domains. In this paper, we introduce a hierarchical classification scheme that exploits a categorical division of the domain. Such divisions naturally exist in almost every domain and are usually the result of the data collection process. For instance in patient care domain, exchange utterances can be grouped in categories such as greeting, medicine dosage instructions, diet, pediatrics, cardiology, and so on. We created the hierarchy by building a category detection layer in to the classifier structure. This can be achieved by using a maximum likelihood classifier implemented by n-gram language models at the category level. Another method is to capture the semantic relations between words and categories through topic modeling. We used Latent Semantic Allocation (LDA) [5] for topic modeling [6].

Document classification has been used as an example in [5] to show the usefulness of topic modeling. In [7], topic distributions were used as additional features in a document classification task, using mined text from the web for topic modeling. Classification of web pages was addressed in [8] by using topic distributions to compute a feature set. Based on that feature set, a Hierarchical Support Vector Machine (HSVM) was trained as the classifier. In contrast to these methods, the focus of our work has been the classification of utterances rather than documents. Specifically, the purpose of this work is to explore a feasible strategy for scaling up the classifier based spoken language processing for S2S applications.

The next section reviews the structure of the classifier that is used for our translation task. In Section 3 we introduce the hierarchical classification scheme based on topic modeling. Section 4 covers the details of experiments performed to test the proposed method along with the discussion of the outcomes. This is followed by conclusions in Section 5.

2. Concept Classifier
From a speech translation point of view we can define a concept class as a group of source language phrases that can all be expressed with the same sentence in the target language. The intent is to convey a conceptual, and not literal, translation. The objective is to use groups of paraphrases to train a classifier that matches an input utterance to the closest concept class. The translation task then reduces to presenting a pre-stored sentence expressed with the same sentence in the target language. The concept class as a group of source language phrases that can all be expressed as utterance classification, topic modeling, latent Dirichlet allocation, speech-to-speech translation

A categorical division of the domain. Such divisions naturally exist in almost every domain and are usually the result of the data collection process. For instance in patient care domain, exchange utterances can be grouped in categories such as greeting, medicine dosage instructions, diet, pediatrics, cardiology, and so on. We created the hierarchy by building a category detection layer in to the classifier structure. This can be achieved by using a maximum likelihood classifier implemented by n-gram language models at the category level. Another method is to capture the semantic relations between words and categories through topic modeling. We used Latent Semantic Allocation (LDA) [5] for topic modeling [6].

Document classification has been used as an example in [5] to show the usefulness of topic modeling. In [7], topic distributions were used as additional features in a document classification task, using mined text from the web for topic modeling. Classification of web pages was addressed in [8] by using topic distributions to compute a feature set. Based on that feature set, a Hierarchical Support Vector Machine (HSVM) was trained as the classifier. In contrast to these methods, the focus of our work has been the classification of utterances rather than documents. Specifically, the purpose of this work is to explore a feasible strategy for scaling up the classifier based spoken language processing for S2S applications.

The next section reviews the structure of the classifier that is used for our translation task. In Section 3 we introduce the hierarchical classification scheme based on topic modeling. Section 4 covers the details of experiments performed to test the proposed method along with the discussion of the outcomes. This is followed by conclusions in Section 5.

2. Concept Classifier
From a speech translation point of view we can define a concept class as a group of source language phrases that can all be expressed with the same sentence in the target language. The intent is to convey a conceptual, and not literal, translation. The objective is to use groups of paraphrases to train a classifier that matches an input utterance to the closest concept class. The translation task then reduces to presenting a pre-stored sentence identified with this concept class in the target language.

With the maximum likelihood criterion this process can be expressed as,

\[
\hat{c} = \arg \max_{c \in C} \{P(e | c)\}
\]

(1)

where \(C = \{c_1, c_2, \ldots, c_N\}\) is the set of equiprobable concept classes and \(e\) is the input utterance. The likelihood can be approximated by a set of per-class language models (LMs) that are built from the training paraphrases of each class. The classes of-
ten have a very limited vocabulary, therefore the class LMs need interpolation with a large scale background LM, otherwise they would not produce any usable scores. Note that in this work, without loss of generality, we do not consider any priors that may stem from dialog models [4].

With an increase in the number of classes there is a decrease in the discrimination power of the single layer classifier of (1) because of more competing hypotheses. This leads to an increase in the classifier’s error rate. Concept classification systems cannot be scaled up unless this problem is addressed.

3. Hierarchical Classifier

3.1. A Two-layered Classifier

The idea of hierarchical classification is to perform the task in different stages. Assume that the domain of a classifier in (1) with \( N \) classes is split into \( K \) disjoint sub-domains with \( N_1, N_2, \ldots, N_K \) classes each, such that \( \sum_{i=1}^{K} N_i = N \). We call the classifiers that operate on these sub-domains, sub-classifiers. This division does not change the class LMs. Assume that the original \( N \)-ary classifier chooses class \( c_0 \) for an input utterance \( e \), i.e.,

\[
c_0 = \arg \max_{c \in C} \{ P_c (e) \}
\]

where \( P_c (e) \) is the score of \( e \) from the LM of class \( c \). If one selects the sub-classifier with domain \( C_l \subset C \) such that \( c_0 \in C_l \), then,

\[
\max_{c_0 \in C_l} \{ P_c (e) \} = \max_{c \in C} \{ P_c (e) \} = P_{c_0} (e)
\]

This means that a sub-classifier will make the same decision as the original classifier as long as its domain contains that decision. This implies that a sub-classifier will not introduce additional errors if 1) its domain contains the correct class and, 2) the original classifier makes a correct decision. Therefore the overall error rate of \( K \) sub-classifiers will be less than or equal to the error rate of the flat \( N \)-ary classifier, if the right sub-classifier is selected for each input, i.e., if the top level classifier is perfectly accurate. This is supported by the empirical results as we will see in Section 4.

By splitting the original domain into sub-domains we build a two layer classifier. The first layer will select the proper sub-domain, while the second layer will consist of a group of sub-classifiers. For each input, only one of these sub-classifiers will be active based on the first layer selection. The hierarchical classification process will remain accurate as long as each layer of the process remains accurate. Since the sub-classifiers operate on relatively small number of classes, the overall domain can be expanded by adding more sub-domains without compromising the accuracy.

3.2. Categorical Partition

The rules by which we split the domain need to be simple and lead to a feasible and accurate selection method in the first layer. This split is often natural in S2S applications as the data often belong in categorical groups. For example, data from the patient care domain [1] have categories like emergency, cardiology, neurology, etc. The data that we used in this work was collected for DARPA’s Translante project and consists of questions about people (biographic information, work, education), places (houses, land), civil affairs (water, sewage, electricity), and so on (Fig. 1). Therefore domains are naturally split across the category boarders. In addition, since frequent changes of category hardly happens throughout a discourse, an accurate mechanism (first layer) can be developed to capture and track the categories of the discourse. The distributions can be compared throughout a discourse.

\[
\hat{g} = \arg \max_{g \in \{D_{KL}(p_i \parallel p_d)\}}
\]

and \( K \) is the number of categories.
With topic modeling in the first layer we capture the global semantic association of the words in a sub-domain or discourse. We use this information to find the category of the discourse and select the correct classifier exclusively trained for that category. The classifiers in the second layer, however, operate based on the local semantic and syntactic dependencies via class LMs.

3.4. Buffering

Without a highly accurate category detection, the two-layered structure will not be beneficial. The category of the dialog often remains constant over multiple rounds of utterance exchange. Therefore it is reasonable to use a few buffered utterances for that purpose rather than relying on a single one (Fig. 2).

For the first couple of conversational exchanges the category cannot be detected reliably therefore it is more appropriate to use the outcome of a single-layered classifier. It is customary in S2S applications to provide the user with a short list of hypothetical translations. In that case, for the first few sentences the results from both two-layered and single-layered classifiers could be presented to the user. As the discourse progresses and more information is gathered, the detection becomes more accurate.

4. Experiments and Results

4.1. Data

We used the data that were collected for phase one of DARPA’s Transtac project. The data is in the form of 64,342 questions grouped as paraphrases in 621 classes and 38 categories, such as biographic information, education, family, finance, etc. Most of the categories include less than 2,000 questions. We remove 4 categories with more than 4,000 questions to avoid biasing toward them. The data from the remaining 34 categories consisted of 11,409 questions in 441 classes were used here. Fig. 1 shows a sample of that data set. From the English side of the Transtac parallel corpus, 654K sentences (5.5M words) were used to build the background LM for the classifiers.

4.2. Oracle Test

To confirm that a two-layered classification was potentially more accurate than a conventional one, we ran an oracle test in which always the correct category was chosen. For that purpose we randomly selected a test set of 2,000 questions and used the rest for training. One question per class was kept out of the selection process to guarantee that every class at least have one sentences for training.

The distribution of classes and sentences over categories are shown in Fig. 3 (a) and (b), respectively, for the training data. For the categories that were eliminated from the original data, the charts show zero number of classes and sentences. It is clear that more classes in a category is not necessarily accompanied by a higher number of training sentences for that category. As Fig. 3 (c) shows, the distribution of sentences in the test set closely resembles the training set which has been the purpose of the random selection.

The error rate for the conventional single-layered classifier was 7.6% while for the sub-domain classifiers with the oracle category selection was lower by 25%, relative (1.9% absolute). This significant error rate reduction shows the benefit of splitting the domain if an accurate category detection mechanism exists. The number of errors for each sub-classifiers is shown in Fig. 3 (d).

4.3. Topic Modeling of Categories

We used the same data sets of the previous experiment for topic modeling of the categories using the Mallet toolkit [9]. The Gibbs sampling [6] method is adopted in Mallet for LDA model training and inference. We used the training data to build the topic models which were then used to find the topic distribution of the test set. The detection was performed as explained by (4).

At first we set the topics number equal to 100 as it is a common choice in the literature [6], removed the stop words from the data, and shut off the procedure that optimizes the Dirichlet parameters. We ran 100,000 iterations of Gibbs sampling for training and 10,000 for inference. Using all the test set the detection process captured all the 34 categories correctly.

To investigate the effect of the topics number, we ran a set of experiments with different values for that parameter. In that
case we only used at most two sentences per category from the test set, which was equivalent of using a buffer with size two in Fig. 2. That set of experiments was also repeated with parameter optimization and/or leaving the stop words in the data. For each experiment, the number of iterations was the same as the above experiment. The optimization of Dirichlet parameters was carried out in every 500 iterations with an initial burn-in period of 1,000 for the cases that involved such a procedure.

The results are shown in Fig. 4. It is clear that having the stop words in the data has been quite advantageous. Also, optimization of Dirichlet parameters has significantly improved the performance. The best results were achieved for 70 topics with optimized parameters while leaving the stop words in.

4.4. Effect of Buffer Size on Category Detection

We examined the performance of both category detection methods for different buffer sizes. For testing, we selected five random sentences from each category and used the rest for training. To avoid having classes with no training data, one sentence per class was held out of the selection pool. The training data were used to build LMs for the categorial classifier as well as topic models for each category. For topic modeling we set the number of topics to 70 and ran the Gibbs sampling method with optimization for 100,000 iterations, without removing the stop words. For buffer sizes of one and two we repeated the test five times and twice, respectively, with different test utterances, and averaged the results.

Fig. 5 shows the number of correct decisions by two methods for different buffer sizes. Both methods detected all the categories correctly for buffer sizes of four and five. This indicates that the hierarchical classification method could reach the oracle results with a very small buffer size. With no buffering involved, the LM-based method had a better accuracy compared to detection with topic models (at the 0.05 significance level).

5. Conclusions

Scaling up the concept classifier is possible through a hierarchical structure without significantly degrading accuracy. Such structures can be built based on the categorical partitions of the domain. We showed the benefit of such partitioning and structures can be built based on the categorical partitions of the domain. We showed the benefit of such partitioning and structures can be built based on the categorical partitions of the domain.

The results of the above two methods reveal cases of mismatch in their errors, therefore combining their results to benefit from both is a part of our ongoing work. We are planning to deploy the topical n-gram modeling method [10] to incorporate more ordering information in the process. We are also investigating the use of more sophisticated metrics such as Hellinger distance for a more precise comparison of topic distributions.
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