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Abstract

Real-Time Magnetic Resonance Imaging affords speech articulation data with good spatial and temporal resolution and complete midsagittal views of the moving vocal tract, but also brings many challenges in the domain of image processing and analysis. Region-of-interest analysis has previously been proposed for simple, efficient and robust extraction of linguistically-meaningful constriction degree information. However, the accuracy of such methods has not been rigorously evaluated, and no method has been proposed to calibrate the pixel intensity values or convert them into absolute measurements of length. This work provides such an evaluation, as well as insights into the placement of regions in the image plane and calibration of the resultant pixel intensity measurements. Measurement errors are shown to be generally at or below the spatial resolution of the imaging protocol with a high degree of consistency across time and overall vocal tract configuration, validating the utility of this method of image analysis.

Index Terms: speech production data, real-time mri, analysis tools, vocal tract area functions

1. Introduction

Real-Time Magnetic Resonance Imaging (rtMRI) affords speech articulation data with good spatial and temporal resolution and complete midsagittal views of the moving vocal tract [1, 2]. Along with these useful characteristics, rtMRI brings many challenges in the domain of image processing and analysis. Vocal tract image sequences acquired using rtMRI are rich in information, and extracting relevant, low-dimensional representations is a non-trivial problem. Analysis techniques must take theoretical considerations into account regarding scientific/linguistic interpretability of the extracted variables, in addition to practical concerns, such as precision, robustness and efficiency.

Conventionally, the first step toward analyzing rtMRI data would be to extract edges corresponding to air-tissue boundaries. Edge extraction may be necessary in some instances, especially if the desired representation appeals directly to the postures of speech articulators (e.g., tongue body position) [3, 4]. Such boundary-tracing can be done in the spatial domain with a variety of standard edge detection algorithms (e.g., [5]). At least one algorithm has been developed to specifically operate in MRI’s native frequency domain [6]. However, edge extraction tends to require a high computational cost, the task of robust edge detection from rtMRI data is further complicated by the nature of the data, which is intrinsically low SNR compared with images from standard structural MRI protocols.

Alternative techniques for image analysis are possible if the desired representation appeals to either vocal tract constrictions (e.g., [7]) or midsagittal cross-distance functions (i.e., constriction degree at each point along the length of the vocal tract). Such representations can, of course, be determined from air-tissue boundaries, but other methods have been explored that directly use the mean pixel intensities within localized regions-of-interest (ROIs) of the vocal tract [8, 9, 10]. ROIs are commonly used in analyzing complex fMRI data, where they are used to quantify changes in brain activity in specific anatomical regions (e.g., [11]). In rtMRI data, pixel intensity values are closely related to vocal tract constrictions because they are a function of soft tissue density, and localized changes in tissue density along the vocal tract could be one definition of a vocal tract constriction. Moreover, ROI analysis boasts a high degree of robustness and very low computational cost.

Previous efforts to develop ROI analysis for rtMRI data have suggested that ROIs are a simple way to efficiently extract information about constriction degree, robustly preserving the relative degree of constriction and the timing of articulatory events. However, the accuracy of the extracted measurements has not been rigorously evaluated, and no method has been proposed to calibrate the pixel intensity values or convert them into absolute measurements of length. This work provides a validation of constriction degree measurements derived from ROI analysis in comparison to a more conventional, semi-automatic method which finds the distance between vocal tract outlines along semipolar gridlines superimposed on the vocal tract. Insights into the placement of ROIs in the image plane and calibration of the resultant pixel intensity measurements are also discussed. In addition, the efficacy of ROI analysis for extracting cross-distance functions along the entire length of the vocal tract is evaluated, an ability which hinges on the relative calibration quality measures extracted from all regions.

Section 2 provides a description of the rtMRI data used and the method of extracting cross-distances using grid-based and ROI analysis. Section 3 presents the results of rigorous quantitative comparison of cross-distances extracted using both methods. A discussion and interpretation of the results is presented in Section 4, and some concluding remarks are given in Section 5.

2. Method

Speech articulation by two male and two female speakers of American English was captured in the midsagittal plane using...
rtMRI [1, 2] with denoised audio [12]. These data were reconstructed into video sequences with a frame rate of 23.33 and a spatial image resolution of 68-by-68 pixels with 3mm width. The subjects read the following sentences from the well-known TIMIT corpus [13] aloud: “This was easy for us”, “Jane may earn more money by working hard”, “She is thinner than I am”, “Bright sunshine shimmers on the ocean” and “Nothing is as offensive as innocence”. This section describes methodologies for analyzing this video sequence using both ROI analysis and a more traditional grid-based, semi-automatic contour-tracking method, the latter serving as a standard for evaluating the quality of the proposed method.

All rtMRI data were subjected to an intensity correction procedure to compensate for the reduction in coil sensitivity at increasing spatial distance from the coil (e.g., moving posteriorly, from the lips toward the pharynx, for a coil located in front of the face). Differences in coil sensitivity result in lower mean and smaller dynamic range of intensity values for pixels at large distances from the coil. Intensity correction is a necessary first step for any image analysis technique relying directly on pixel intensity values as measurements to ensure that pixel intensity values at all spatial locations have the same interpretation. Coil sensitivity is relatively simple to model, and methods to correct it date back many years (e.g., [14]). For these data, a simple retrospective correction scheme was implemented, incorporating a nonparametric, monotonically increasing estimate of coil sensitivity derived from the all pixel values in the video sequence.

2.1. Grid Analysis

A traditional grid-based analysis of the vocal tract was performed to obtain cross-distances along its length. A composite semi-polar analysis grid was superimposed onto the image plane, extending from the glottis to the lips with gridlines spaced at approximately 5 mm intervals [15, 16]. An example grid for one subject can be seen in Figure 1. The grid was manually positioned relative to anatomical landmarks, namely the glottis, the highest point on the palate, the alveolar ridge and the lips. Proctor et al. [17] described this method, along with a technique for automatic tracing of vocal tract outlines in rtMRI data by identifying air-tissue boundaries intersecting with the gridlines. This method was used to produce traces of the mid-sagittal vocal tract outlines, which were subsequently inspected for accuracy and manually corrected when necessary.

Cross-distances were measured at gridlines from the base of the epiglottis to the most anterior point of the unprotruded lips, producing cross-distances, \(d_{grid}[t, l]\), for each frame \(t\) and location \(l\) along the vocal tract. The location of these cross-distances along the vocal tract was taken to be the cumulative distance between successive gridlines, starting at the base of the epiglottis, along the mean vocal tract midline. Cross-distance measurements were later spatially resampled at 43 uniformly spaced locations along the vocal tract.

2.2. ROI Analysis

After reconstruction, rtMRI data can be considered as a gray-level video sequence, denoted as \(I[m, n, t]\), where \(m\) and \(n\) represent the vertical and horizontal position of a pixel in the image plane, respectively, and \(t\) is the time associated with a particular video frame. Circular ROIs were placed in the image plane along the length of the vocal tract from near the base of the epiglottis to the lips. The centers of these ROIs were placed along the vocal tract midline by selecting pixels with the highest standard deviation across time. This method of placement ensures that regions cover as much temporal pixel intensity fluctuation as possible, which is crucial to the proposed method. Figure 2 shows an image representing the standard deviation of each pixel across time with the centers of the 43 selected ROIs overlaid, along with the outlines of the ROIs themselves.

Radius \(r\) of regions was determined by inspection of the anatomy. Radii were chosen so that regions were just wide enough to fill the cavity – i.e., so that the outer edge of the circle just touched the upper outline of the vocal tract (i.e., the palate and posterior pharyngeal wall). Accordingly, the regions in the pharyngeal cavity were nearly twice as wide as those in the oral cavity (mean 12.6 mm versus 6.9 mm, respectively, across subjects).

For a region centered at \((a, b)\) in the image plane, the mean intensity of that region at time \(t\) is:

\[
\mu[a, b, r, t] = \frac{1}{|R_{a, b, r}|} \sum_{(x, y) \in R_{a, b, r}} I[x, y, t]
\]

where \(r\) is the radius of the circular region and \(R_{a, b, r} = \{(x, y) : r > \sqrt{(x - a)^2 + (y - b)^2}\}\) is the set of all pixels within the circle.

Calibration of the mean intensities is accomplished by normalizing individual values, \(\mu\) as a function of all extracted val-
ues from a subject, $\mu$ in the following way:

$$d_{roi}[a, b, t] = 2r(\text{max}(\mu) - \mu[a, b, r, t])$$

(2)

which functions as an estimate of the vocal tract cross-distance at location $(a, b)$ at time $t$. To be consistent with measures $d_{grid}$, these cross-distance estimates were expressed, alternatively, as a function of location along the vocal tract midline (i.e., $d_{roi}[l, t]$). Location of these cross-distances along the vocal tract was taken to be the cumulative distance between successive region centers. Cross-distances were later spatially re-sampled at 43 uniformly spaced locations along the vocal tract.

3. Results

Both root-mean-square (RMS) error and Pearson’s product-moment correlation coefficient were used to quantify the accuracy of measurements extracted from ROI analysis. The overall RMS error and correlation coefficient for each subject across all spatial location and temporal measurements can be seen in Table 1. RMS error values range between 2.96 and 3.18 mm. Correlation coefficients ranged between $r = 0.83$ and $r = 0.88$ ($p < 0.01$).

<table>
<thead>
<tr>
<th>Subject</th>
<th>RMSE</th>
<th>Pearson's $r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>3.18</td>
<td>0.85</td>
</tr>
<tr>
<td>M2</td>
<td>2.96</td>
<td>0.88</td>
</tr>
<tr>
<td>F1</td>
<td>3.07</td>
<td>0.86</td>
</tr>
<tr>
<td>F2</td>
<td>3.10</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 1: Overall RMS error and correlation for each subject, across all spatial locations and temporal samples.

To further illustrate the performance of ROI analysis the utterance “This was easy for us” from subject M2 was analyzed in more detail. In particular, RMS error and Pearson’s $r$ were calculated both across time, assessing the accuracy of a particular ROI, and across space, looking at the accuracy of all regions at a particular time. For instance, correlation over all spatial locations at time $t$ would involve the correlation between all values $d_{grid}[*, t]$ and $d_{roi}[*, t]$, whereas the correlation over all frames at location $l$ would involve the correlation between all values $d_{grid}[l, *]$ and $d_{roi}[l, *]$. RMS error was calculated by considering the same sets of measurements. Figure 3 shows the evolution of RMS error and correlation coefficients for each temporal sample (i.e., image frame), while Figure 4 shows the RMS error and correlation associated with individual spatial locations along the vocal tract, looking across time.

4. Discussion

The overall accuracy of ROI analysis was consistently high across subjects. Errors were on the order of a single pixel’s width in the current rtMRI protocol, which may be considered a reasonable lower bound on error measurements. The remainder of this section discusses the detailed analysis of one sentence from speaker M2, which provides deeper insight into the strengths and limitations of the proposed method.

Accuracies vary somewhat at different locations along the vocal tract, as can be seen in Figure 4, with the worst results being in the upper pharynx and velar region (centered around 0.3/L mm from the glottis, where $L$ is vocal tract length), as reflected in both the RMS error and correlation coefficients. This degraded performance likely results from interference of the velum impinging on the ROIs. Difficulty was also observed in the region nearest to the teeth (centered around 0.8/L mm from the glottis) in terms of RMSE, although the correlations were still very high. This is most likely due to the general difficulty of dealing with the teeth in MRI data, since they do not image within this modality.

Accuracies were very consistent across time, both in terms of RMS error and correlation. Some difficulty was associated with relatively neutral vocal tract postures. Local minima in correlation values can be seen in Figure 3 at approximately 0.33 and 1.1 seconds, corresponding to the /s/ in the words “was” and “us”. For such postures, which display a relatively flat cross-distance function, correlation may be a poor measure of performance. Note that RMS error does not increase at those
to unity can be observed in the relationship. Regression analysis
correct functional form. Only a slight deviation from slope of
values into millimeter measurements (see Equation 2) has the
based analysis, indicating that the proposed conversion of ROI
analysis have a highly linear relationship with those from grid-
same times.

Figure 5 shows that cross-distances estimated with ROI
analysis have a highly linear relationship with those from grid-
M2’s utterance “This was easy for us”.

5. Conclusion
ROI analysis is a simple method that allows for accurate ex-
traction of constriction degree information and cross-distance
functions directly from pixel intensity values when applied to
MRI video sequences of the vocal tract. Realtime MR image
sequences contain rich information about the movement and co-
ordination of speech articulators within the vocal tract. Future
work will apply ROI analysis to a variety of rtMRI data that has
been collected to facilitate modeling of speech articulation time
series.

There are several ways to improve the accuracy of the pro-
posed method. Better calibration of pixel intensities into abso-
lute length measurements may be possible. It was shown in Sec-
ction 4 that a slight linear adjustment to the current calibration
may be necessary. Coil sensitivity estimation and subsequent
pixel intensities to absolute measurements, and therefore will
not substantially affect the evaluation results using correlation
presented in this work.
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