Speaker verification based on the fusion of speech acoustics and inverted articulatory signals
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Abstract

We propose a practical, feature-level and score-level fusion approach by combining acoustic and estimated articulatory information for both text independent and text dependent speaker verification. From a practical point of view, we study how to improve speaker verification performance by combining dynamic articulatory information with the conventional acoustic features. On text independent speaker verification, we find that concatenating articulatory features obtained from measured speech production data with conventional Mel-frequency cepstral coefficients (MFCCs) improves the performance dramatically. However, since directly measuring articulatory data is not feasible in many real world applications, we also experiment with estimated articulatory features obtained through acoustic-to-articulatory inversion. We explore both feature level and score level fusion methods and find that the overall system performance is significantly enhanced even with estimated articulatory features. Such a performance boost could be due to the inter-speaker variation information embedded in the estimated articulatory features. Since the dynamics of articulation contain important information, we included inverted articulatory trajectories in text dependent speaker verification. We demonstrate that the articulatory constraints introduced by inverted articulatory features help to reject wrong password trials and improve the performance after score level fusion. We evaluate the proposed methods on the X-ray Microbeam database and the RSR 2015 database, respectively, for the aforementioned two tasks. Experimental results show that we achieve more than 15\% relative equal error rate reduction for both speaker verification tasks.
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1. Introduction

The goal of a speaker verification system is to determine automatically whether a given segment of speech is indeed spoken by the claimed speaker. It can be further divided into text independent speaker verification (TISV) and text dependent speaker verification (TDSV) depending on whether we constrain the speech content during verification.

Total variability i-vector modeling has gained significant attention in speaker verification due to its excellent performance, compact representation and small model size (Dehak et al., 2011a). In this framework, first, zero-order and first-order Baum-Welch statistics are calculated by projecting the acoustic level Mel-frequency cepstral coefficients (MFCC) features onto universal background model (UBM) components using the occupancy posterior probability. Second, in order to reduce the high dimension of the concatenated statistics supervectors, a single factor analysis is adopted to generate a low dimensional total variability space which jointly models language, speaker and channel variabilities all together (Dehak et al., 2011). The factor analysis can also be extended to a simplified and supervised version to enhance the performance and reduce the computational cost (Li and Narayanan, 2014). Within this i-vector space, variability compensation methods, such as within-class covariance normalization (WCCN) (Hatch et al., 2006), linear discriminative analysis (LDA) and nuisance attribute projection (NAP) (Campbell et al., 2006) are performed to reduce the variability for subsequent scoring methods (e.g., cosine similarity (Dehak et al., 2011a), support vector machine (SVM) (Cumani et al., 2011), probabilistic linear discriminant analysis (PLDA) (Prince, 2007; Matejka et al., 2011), deep belief networks (Cumani et al., 2011), etc.). Several types of phonetics-aware generalized i-vectors have also been recently proposed for better performance (Lei et al., 2014; D’Haro et al., 2014; Li and Liu, 2014).

In addition to the aforementioned state-of-the-art modeling methods, various features have also been proposed for speaker verification (e.g. short-term spectral features, voice source features, spectral-temporal features, prosodic features and high-level features) (Kinnunen and Li, 2010). Based on these multiple sets of features, both feature-level and score-level fusion approaches have been shown to enhance the overall system performance (Kinnunen and Li, 2010; Kim and Stern, 2012; Shao and Wang, 2008; Wang and Johnson, 2014). Specifically, by fusing the phonetic level tandem features and the acoustic level MFCC features together at the feature level, more than 40% relative error reduction is achieved (Li and Liu, 2014; D’Haro et al., 2014; Wang et al., 2013). In this work, our goal is to examine the use of speech production oriented features for the speaker verification task.

The ability to understand sources of inter-speaker variability in speech production and to predict those sources of variability from the acoustic signal can afford a variety of advantages. Several studies have shown that an important source of inter-speaker variability in speech acoustics lies in the variability in the vocal tract morphology across various speakers. Morphological variability could result from the differences in the vocal tract length (Peterson and Barney, 1952; Fant, 1960; Lee et al., 1999; Stevens, 1998), or the morphology of the hard palate and the posterior pharyngeal wall (Lammert et al., 2011, 2013b,a). Fig. 1 shows magnetic resonance images of the vocal apparatus of four different subjects from the USC-TIMIT corpus (Narayanan et al., 2014) illustrating this variability. Since vocal tract length is closely related to the formant frequency (Stevens, 1998; Fant, 1960), change in vocal tract length scales the spectral envelope for voiced sounds. This has been extensively used for vocal tract length normalization (VTLN) (Eide and Gish, 1996; Lee and Rose, 1996) in automatic speech recognition (ASR). Unlike normalization, we focus on exploiting

![Vocal tract rtMRI images from four different subjects in the USC-TIMIT corpus (Narayanan et al., 2014).](image-url)
morphological variations as the cue for capturing speaker characteristics in speaker verification applications. In order to obtain the vocal tract morphological shape information, direct measurements using magnetic resonance imaging or electromagnetic articulography are desirable. Our earlier work (Li et al., 2013) explored the possibility of automatically characterizing hard palate and pharyngeal wall morphological shape patterns directly from speech acoustics. However, indications are that those morphological differences may not be abundantly evident in the acoustics because speakers adjust their lingual articulation in compensation (Brunner et al., 2007; Lammert et al., 2013a), making estimation of these characteristics from acoustics a challenging task. But on the other hand, the details of the associated articulation can itself carry useful speaker-specific information.

The present study is based on the working hypothesis that articulatory movements reflect the morphological variability of speakers. For example, it is known that speakers with flat palates exhibit less articulatory variability during vowel production than speakers with highly domed palates (Perkell, 1997; Mooshammer et al., 2004; Brunner et al., 2005, 2009). Articulation of coronal fricatives is also influenced by palate shape, including influencing apical vs. laminal articulation of sibilants (Dart, 1991), as well as jaw height and the positioning of the tongue body (Honda et al., 2002; Thibeault et al., 2011). Inter-speaker differences in vocal tract morphology characteristics hence can lead to differences in speech articulation patterns. In Fig. 2, we can see that there is a clear relation between the speaker’s vocal tract morphology and articulatory behavior. Finally, both morphology and articulation jointly influence the generation of the acoustic signal. This motivates us to perform speaker verification by using both the articulatory and the acoustic features (light blue arrows in Fig. 2).

We find that concatenating articulatory features obtained from measured speech production data with conventional Mel-frequency cepstral coefficients (MFCCs) improves the speaker verification performance dramatically. Fig. 3 shows some examples of articulatory measurements and the corresponding speech waveform. However, since measuring articulatory movement during speech production is not practical for real world applications, experiments are performed where the measured articulatory features are replaced with estimated articulatory features obtained using acoustic-to-articulatory inversion techniques. In this way, the inter-speaker variations could be projected into the intra-speaker variabilities of the exemplar speaker assuming he/she is asked to mimic different speakers’ pronunciations. Since some components of the articulatory trajectories are highly correlated, we apply the principal component analysis (PCA) for dimension reduction and used multiple exemplar speakers in our experiments to enhance the speaker verification performance. Specifically, we show that augmenting MFCCs with features obtained from subject-independent acoustic-to-articulatory inversion techniques achieves promising results against the MFCC baseline and significantly improves the performance after score level fusion. In this work, we applied one exemplar-based speaker independent acoustic-to-articulatory inversion methods based on Ghosh and Narayan (2011) and one deep neural network (DNN) based approach based on Uria et al. (2011) to generate the estimated articulatory signals. It is worth noting that other types of acoustic-to-articulatory mapping, such as CCA (Bharadwaj et al., 2012; Arora and Livescu, 2013), Kernel CCA

Fig. 2. Relation between speaker identity, vocal tract morphological patterns, articulatory trajectories and speech acoustics in this work. Arrows with different colors represent different processes. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
(Rudzicz, 2010; Arora and Livescu, 2013), Gaussian Mixture Model (GMM) (Ghosh and Narayanan, 2013; Ozbek et al., 2011; Özbek et al., 2012), attributes classification (Leung et al., 2004; Zhang et al., 2007; Siniscalchi et al., 2013, 2012) and articulatory phonological code (Zhuang et al., 2009), etc., could also be applied here. The reason to choose the exemplar-based speaker independent acoustic-to-articulatory inversion methods is that we can directly compare the performance against the real articulatory trajectories measurement to find out the gap which shows the potential for better speaker aware inversion techniques. Our future work includes investigating the effects of different speaker independent acoustic-to-articulatory mapping methods in terms of speaker verification performance with training data from multiple exemplar speakers, especially in the direction of highlighting inter-speaker variations.

Although the inverted articulatory features are also generated from speech signals, we can show that adding this new information (articulation-acoustics mapping learned from the exemplar data) on top of MFCCs can still enhance the speaker verification performance. Theoretical support from machine learning fields is provided in Pechyony and Vapnik (2010), Vinyals et al. (2012). Previously, this concatenation based speech-articulatory feature level fusion has been reported to increase the performance of ASR (Toutios and Margaritis, 2003; King et al., 2007; Ghosh and Narayanan, 2011b) significantly. In this work, we show that by utilizing information from both speech and inverted articulation, the equal error rate of speaker verification system is also reduced.

Furthermore, we demonstrate that the articulatory level constraints introduced by the inverted articulatory features also help the TDSV system to reject wrong password trials and therefore improve the performance. In Hébert (2008), text dependent speaker verification is defined as a speaker verification task in which the lexicon used in the test phase is a subset of the lexicon pronounced by the speaker during the enrollment. By constraining the text of enrollment and testing utterances to be the same (verbal password), higher accuracy with shorter utterances can be achieved (Larcher et al., 2014b; Novoselov et al., 2014; Kenny et al., 2014; Variani et al., 2014). In Larcher et al. (2014b), the hierarchical multi-layer acoustic model (HiLAM) was shown to outperform the conventional i-vector approach, since the latter
does not explicitly take advantage of the temporal structure of the text dependent speech utterances. However, the HiLAM approach requires composing a specific acoustic model for each known password text content which may not work well on accented speech, dialect or out-of-vocabulary words. In the present study, we enhance the robustness of the i-vector representation against variation in the lexicon contents by adding articulatory features into the generalized i-vector framework. The proposed feature level fusion approach reduces the error rate of those wrong lexicon trials. However, it can also make the system vulnerable to those trials where imposter speakers utter the same password as the target speaker. The solution in this work is to fuse the i-vector baseline and the proposed feature-level fusion system together at the score level to achieve performance improvement for all three types of trials.

The remainder of the paper is organized as follows. The baseline and the proposed algorithms are explained in Section 2. The databases are described in Section 3. Experimental results and discussion are presented in Section 4. Conclusions and future work directions are provided in Section 5.

2. Methods

In this section, the baseline and the proposed methods are presented separately for each task. The overview of the proposed TISV and TDSV systems is shown in Fig. 4.

2.1. TISV task

2.1.1. Subject-independent acoustic-to-articulatory inversion

We adopted two different acoustic-to-articulatory inversion methods in this work, namely the generalized smoothness criterion (GSC) by Ghosh and Narayanan (2010) and the DNN framework by Uria et al. (2011). In the present paper, both techniques were performed under a subject-independent setting (Ghosh and Narayanan, 2011) since the exemplar speakers are excluded from our training/testing data and the testing speaker’s identity is unknown.

The GSC method estimates articulatory parameters given acoustic features so that the estimated parameters are optimal solution which satisfies two conditions jointly: (1) the estimated trajectories are smooth and slowly varying and (2) the difference between the estimated and original articulatory parameters is minimum. The subject-independent inversion setting uses a probability feature vector (PFV) for acoustic features. PFV is a normalized likelihood score of the conventional acoustic feature vector, i.e. MFCCs, to the 40 clusters of a general acoustic model (GAM) (Ghosh and Narayanan, 2011). The general acoustic model represents the variabilities in acoustic space, which was created here with TIMIT data (Garofolo et al., 1993).

In subject-independent acoustic-to-articulatory inversion, MFCCs of an arbitrary test subject are converted to a PFV which is then used to find the closest PFV from the chosen exemplar whose articulatory data is used for training the inversion mapping. It is expected that the PFV reflects the acoustic sound produced by the test subject irrespective of the speaker, i.e., the PFVs corresponding to a sound recorded from different speakers including the exemplar should
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be similar to each other so that the speaker variability is eliminated in the inversion. The quality of this speaker variability elimination solely depends on the generalizations of the GAM used to compute the probability feature vector. Note that the GAM used in this work is built using the TIMIT training corpus whereas the articulatory inversion is performed on XRMB corpus which may have different acoustic characteristics from TIMIT. This may result in poor elimination of speaker variability during inversion. This in turn gets reflected in the estimated articulatory features which provides inter-speaker discrimination in addition to MFCCs when used for the TISV task. In this case, inter-speaker variations could be projected onto the intra-speaker variability space of the training speaker assuming he/she is asked to mimic different speakers’ pronunciations. Furthermore, the same MFCC features could be employed for both ASR and TISV, and therefore information regarding inter-speaker variation may also leak into the estimated articulatory signals through MFCCs. Thus the TISV performance improvement in this work may results from the non-linear mapping between acoustic and articulatory spaces and the residual speaker specific information present in the probability features computed during the subject-independent acoustic-to-articulatory inversion.

In the DNN framework (Uria et al., 2011), articulatory features are estimated from acoustic features using the deep neural network (DNN) regression model. This model was selected due to its promising estimation accuracy for acoustic-to-articulatory inversion in a previous study (Uria et al., 2011), but with a single speaker’s data, i.e., the MNGU0 corpus (Richmond, 2011) in a speaker-dependent task, and with different feature pairs (line spectral frequencies and EMA sensor trajectories). In this work, first, a deep belief network (DBN) (Hinton et al., 2006) is constructed using a Gaussian-Bernoulli restricted Boltzmann machine (RBM) in the bottom layer and Bernoulli-Bernoulli RBMs in the other hidden layer(s). Each RBM is stacked one by one during a greedy layer-wise pre-training stage, where pre-training parameters, e.g., learning rate, momentum, and the number of epochs, are roughly tuned in the range of [0.002, 0.01], [0.002, 0.01] and [5, 50], respectively. Next, a simple linear regression is added on the top layer of the DBN in order to perform a regression task. The final model (i.e., DNN model) is fine-tuned using the well-known back-propagation algorithm. Tuning parameters, e.g., learning rate, momentum and the number of epochs, are roughly tuned in the same range as the pre-training stage. The optimal numbers for neurons and hidden layers of the DBN are determined in the range of 6–300 and 1–5, respectively, since improvement of estimation performance near the edges of the ranges was not observed. We used a freely available MATLAB toolbox (Palm, 2012) for this model training and testing.

The tract variable (TV) features were normalized by z-scoring, where the mean and the standard deviation were computed on training set. Note that the acoustic probability features are in the range of 0–1. Nine frames (90 ms) of the acoustic probability features computed by the GAM model in Ghosh and Narayanan (2011) were used as the input of aforementioned DNN model. The normalized TV features of a single frame (corresponding to the centered frame of the acoustic probability features) were used as the output of the DNN model. This setup is chosen to incorporate context information in the estimation process, which was also similarly used in the previous inversion experiment by Uria et al. (2011).

In Section 4, we show that the outputs of both the above mentioned inversion methods carry useful information about the inter-speaker variation, which could help boost the speaker verification performance.

2.1.2. Inversion training data and the inverted articulatory features from multiple exemplars

We used five exemplar speakers from three different sources to demonstrate the performance with multiple exemplars, but the inversion model is still trained separately for each exemplar speaker. The first two exemplar speakers come from the multichannel articulatory (MOCHA) database (Wrench, 1999) that contains electromagnetic articulography (EMA) data for 460 utterances (20 min) read by a female (fsew0) and a male (msak0) talker of British English. We refer to these subjects as exemplar 1 and exemplar 2, respectively. The second source of parallel articulatory-acoustic data comes from the EMA data collected at the University of Southern California (USC) from a male talker of American English (exemplar 3) as a part of a Multi-University Research Initiative (MURI) project (Silva et al., 2007; Ghosh and Narayanan, 2011b). In contrast to the read speech in the MOCHA database, the articulatory data in the MURI database were collected when the subject was engaged in a spontaneous conversation (50 min) with an interlocutor. The third database for inversion model training is the electromagnetic articulography database (Kim et al., 2013) collected at USC which includes speech audio spoken by two native female speakers (exemplar 4 and 5) of American English and the parallel articulatory data. These two speakers were asked to read 460 English sentences (approximately 69 min) identical to the sentences of MOCHA TIMIT database (Wrench, 1999). We used tract variables for articulatory parameters as in a previous study (Ghosh and Narayanan, 2011). The tract variables include nine articulatory parameters for exemplar 4 and 5, such as lip aperture (LA), lip protrusion (PR), jaw opening (JAW_OPEN), the constriction degree (CD) and

Please cite this article in press as: Li, M., et al., Speaker verification based on the fusion of speech acoustics and inverted articulatory signals. Comput. Speech Lang. (2015), http://dx.doi.org/10.1016/j.csl.2015.05.003
constriction location (CL) of tongue tip (TT), tongue blade (TB), and tongue dorsum (TD). The constriction location parameter for each tongue sensor is the distance from a fixed point on the palatal line, which is manually chosen by visual inspection, to the projected point of each sample to the palatal line. We followed the definitions in the previous study (Ghosh and Narayanan, 2011) for the other parameters, such as LA, PRO, JAW_OPEN, CDs. For the other three exemplars (1, 2 and 3), we adopt six tract variables, namely, LA, PRO, JAW_OPEN, tongue tip constriction degree (TTCD) tongue body constriction degree (TBCD) and velum (VEL) (Ghosh and Narayanan, 2011).

2.1.3. TISV system front end processing

After energy based voice activity detection (VAD), non-speech frames were eliminated and cepstral features were extracted. Real and estimated articulatory signals were also truncated based on the VAD results and then resampled at 100 Hz. A 25 ms Hamming window with 10 ms shifts was adopted for MFCC extraction. Each utterance was converted into a sequence of 36-dimensional acoustic feature vectors, each consisting of 18 MFCC coefficients and their first derivatives. Additionally, since different dimensions of those articulatory features are correlated, we applied PCA for dimension reduction and whitening.

Cepstral mean and variance normalization (MVN) normalization were performed to normalize the MFCC and real articulatory features to zero mean and unit variance. For global MVN, the mean and variance are calculated using the entire training database, while MVN operated on a per utterance basis is denoted as utterance MVN.

As shown in Fig. 4, after MVN or PCA, MFCCs are concatenated with real or estimated articulatory features to generate the MFCC-real-articulation and MFCC-estimated-articulation enhanced feature sets.

2.1.4. TISV system GMM baseline modeling

A UBM in conjunction with a maximum a posteriori (MAP) model adaptation approach (Reynolds et al., 2000) was used to model different speakers in a supervised manner. All the data in the background set were used to train a 512-component UBM, and MAP adaptation was performed using the training set data for each speaker. A relevance factor of 16 was used for the MAP adaptation. We performed AT-norm to calibrate the scores. Every testing utterance is scored on every target sample to generate the trials. The reason to use the GMM baseline here rather than the state-of-the-art i-vector PLDA method is that the XRMB data set is too small to train a large scale factor analysis model.

We do use i-vector representation with PLDA modeling (in Section 2.2) for the TDSV task since the scale of the RSR2015 database is larger.

2.2. TDSV system

In the TDSV task, the acoustic-to-articulatory inversion as well as the feature front end processing is the same as in the TISV task. The only difference is the modeling part. Since there are enough data for training, we adopted the state-of-the-art i-vector PLDA method here (Dehak et al., 2011a; Prince, 2007; Garcia-Romero and Espy-Wilson, 2011). Simplified supervised i-vector modeling is used for efficiency (Li and Narayanan, 2014). The details of this system are presented in Li and Liu (2014).

Once we have the low dimensional i-vectors, PLDA is applied as the back-end classifier for the TDSV task. Specifically, each speaker with each lexicon content word is considered as a class and different phrases from the same speaker are labeled with separate classes in the PLDA model training (Larcher et al., 2014b). Since there are three target utterances for each enrollment, we used the multiple enrollment PLDA scoring approach (Rajan et al., 2014; Liu et al., 2014). Finally, we simply employed the equal weighted summation fusion approach at the score level to further enhance the performance.

3. Data

Since the training databases for the acoustic-to-articulatory inversion are described in Section 2.1.2, here we mainly introduce the evaluation databases and experimental protocols for our TISV and TDSV tasks.
Table 1
The XRMB data set partition for the TISV experiments.

<table>
<thead>
<tr>
<th>Sets</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>All sessions from JW11-40</td>
</tr>
<tr>
<td>Target</td>
<td>Session 11 from JW41-63</td>
</tr>
<tr>
<td>Test</td>
<td>Other sessions from JW41-63</td>
</tr>
<tr>
<td>Tnorm</td>
<td>Sessions 11, 12, 79, 80, 81 from JW11-40</td>
</tr>
</tbody>
</table>

3.1. X-ray Microbeam database for the TISV task

A key feature of the Wisconsin X-ray Microbeam database (XRMB) (Westbury et al., 1990) is that articulatory measurements with simultaneously recorded speech signal from multiple speakers are available. To evaluate our methods, we selected the read speech data subset (citation words, sentences and paragraphs) from sessions 1 to 101 for each speaker from JW11 to JW63 for experiments which yielded a total of 4034 utterances from 46 speakers with an average duration of 5.72 s per utterance. Note that we excluded speech sessions involving different speaking styles (such as fast or slow speech, emphasized speech, or stimuli that involved diadochokinesis). We also omitted speaker sessions where a speaker had to repeat an utterance, as well as those which were found to contain severe pellet tracking errors, as detailed in the XRMB Manual (Westbury et al., 1990). We used this XRMB database for our TISV analysis and experiments.

Table 1 shows the “ALL” protocol that we adopted in the evaluation. We used all sessions from speaker JW11 to JW40 (26 speakers with 2295 utterances) as the background data and select session 11 (a paragraph session) of each speaker from JW41 to JW63 (20 speakers) as the target registration utterance. For the testing, protocol “ALL” selects all the sessions (excluding session 11 in the target set) from speaker JW41 to JW63 (a total of 20 speakers and 1719 utterances). In order to perform test segment score normalization (T-norm), we selected all other paragraph sentences (sessions 12, 79, 80, 81, totally 95 utterances) in the background set as the T-norm set.

To evaluate the performance of the acoustic-only baseline as well as the acoustic-estimated-articulatory system, we followed the protocol (as shown in Table 1) exactly. For the speech-real-articulation system, a subset of data were removed from the train, target and testing sets due to the missing data in some articulatory channels (Westbury et al., 1990). We name this modified “ALL” protocol as the “ALL-small” protocol. In the “ALL-small” protocol, each utterance is shorter and there are 1849, 18, and 1389 utterances in train, target and testing sets, respectively.

3.2. RSR2015 database for the TDSV task

In the RSR2015 database (Larcher et al., 2014b), the number of speakers in the background, development and evaluation sets are 47, 47 and 49, respectively. The part I background data consists of parallel recordings of 30 TIMIT phrases uttered by 47 female speakers, each of whom participated in 9 recording sessions on 3 different recording devices. This same part I background data set is used for UBM, i-vector and PLDA model training. The Part I female portion of the RSR2015 database is adopted as our TDSV evaluation dataset. We adopted the same development and evaluation data in Larcher et al. (2014b) to demonstrate the system performance and we did not use the development data for training.

The number of trials for each of the four text dependent speaker verification scenarios on the Part I of the RSR 2015 database is shown in Table 2. We can see that only the target speaker uttering the correct lexical content is considered as the true trial, the other cases are all non-target trials. In order to show the results for all three types of non-target trials, we evaluate the system performance separately for each type of trials the same way as in Larcher et al. (2014b).

4. Experimental results and discussion

We evaluate the proposed methods on both TISV and TDSV tasks.
Table 2
Number of trials for each of the four text dependent speaker verification scenarios on the Part I of the RSR 2015 database.

<table>
<thead>
<tr>
<th>Speaker</th>
<th>Lexical content</th>
<th>Trial type</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>correct</td>
<td>true</td>
<td>8419</td>
</tr>
<tr>
<td>Target</td>
<td>wrong</td>
<td>false</td>
<td>244123</td>
</tr>
<tr>
<td>Imposter</td>
<td>correct</td>
<td>false</td>
<td>387230</td>
</tr>
<tr>
<td>Imposter</td>
<td>wrong</td>
<td>false</td>
<td>5612176</td>
</tr>
</tbody>
</table>

Fig. 5. The range of pair-wise correlation coefficients between the estimated articulatory features (after DTW) of session one from all 46 speakers in the XRMB database (all speak the same word sequence, totally 1035 pair-wise DTW and correlation). The nine dimensions of the estimated articulation for exemplar 4 and 5 are LA, PRO, JAW.OPEN, TTCD, TBCD, TDCD, TTCL, TBCL, and TDCL, respectively. The six dimensions of the estimated articulation for exemplar 1, 2 and 3 are LA, PRO, JAW.OPEN, TTCD, TBCD, and VEL, respectively.

4.1. The inverted articulatory features

Fig. 5 shows the range of pair-wise correlation coefficients between the estimated articulatory features of the XRMB database session one (including all 46 speakers) after temporal alignment on the utterance pairs. All spoke the same word sequence in this case, allowing us to compare the inter-speaker variations by this method. Dynamic time warping (DTW) (applied on the estimated articulation) was used to remove possible speaking-rate confounds for this correlation study. Fig. 5 shows that tongue constriction degree features (dim 4, 5 and 6) have less inter-speaker variations than other dimensions. Jaw opening and lip protrusion (dimension 1 and 2) shows relatively large correlation range, implying that their inter-speaker variations are larger than the other tract variables.

Fig. 6 shows the estimated articulatory features (LA after DTW) on the XRMB database session one from the two-speaker pairs. Within all the speaker pairs, the pair of speaker JW15 and 32 has relatively high correlation, while the pair of speaker JW 46 and JW 59 has relatively lower correlation. This correlation difference matches with the
speech only speaker verification system score difference (JW15, JW32 and JW 59 are male, JW46 is female), therefore the inverted articulatory features carry a certain amount of speaker identity information.

4.2. TISV

In order to test our hypothesis that the mean and variance of inverted articulatory features carry inter-speaker variability information, we performed a simple multi-class SVM experiment before the main TISV experiment. Table 3 shows the performance of speaker identification with estimated articulatory trajectories using the GSC method on the XRM data with different number of exemplars. The number of speaker classes is 46. Sessions 12, 79, 80 and 81 of all 46 speakers in the background data set was used for the train set (167 utterances), and session 11 was used as testing data. Table 3 shows the performance of 5 systems based on different numbers of exemplar speakers. We used the Liblinear toolkit (Fan et al., 2008) as the linear kernel SVM implementation and the cost value is set to 3. By using only mean and variance, system 5 achieves around 68% accuracy in a 46 class closed set identification task, indicating that they do carry valuable information regarding inter-speaker variations. This result may also suggest to normalize mean and variance of estimated articulatory parameters for minimizing speaker-dependent information for ASR applications.

Now we follow the protocol defined in Section 3.1 to evaluate the system performance in terms of speaker verification equal error rate (EER) and 2008 norm OptDCF cost value (NIST, 2010) for the TISV task.

Table 4 shows the performance of the “ALL” protocol on the XRM data with exemplar 1 and 4 using the GSC inversion against the baseline. By combining the inverted articulatory features with MFCCs, we can find out that PCA achieves the best performance against the global and utterance level MVN. Specifically, we believe that utterance MVN
Table 4  
Performance of the “ALL” protocol on the XRMB data for TISV task with exemplar 1 and 4 using the GSC inversion method.

<table>
<thead>
<tr>
<th>System ID</th>
<th>Methods</th>
<th>Exemplar</th>
<th>Articulatory post-processing</th>
<th>Dimension</th>
<th>Cost08</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GMM-MAP</td>
<td>None</td>
<td>None</td>
<td>36</td>
<td>0.38</td>
<td>7.56</td>
</tr>
<tr>
<td>2</td>
<td>GMM-MAP</td>
<td>1</td>
<td>Global MVN</td>
<td>42</td>
<td>0.42</td>
<td>7.45</td>
</tr>
<tr>
<td>3</td>
<td>GMM-MAP</td>
<td>1</td>
<td>Delta+global MVN</td>
<td>48</td>
<td>0.54</td>
<td>9.37</td>
</tr>
<tr>
<td>4</td>
<td>GMM-MAP</td>
<td>1</td>
<td>PCA</td>
<td>40</td>
<td>0.38</td>
<td>7.33</td>
</tr>
<tr>
<td>5</td>
<td>GMM-MAP</td>
<td>4</td>
<td>Global MVN</td>
<td>45</td>
<td>0.44</td>
<td>8.44</td>
</tr>
<tr>
<td>6</td>
<td>GMM-MAP</td>
<td>4</td>
<td>Utterance MVN</td>
<td>45</td>
<td>0.5</td>
<td>12.91</td>
</tr>
<tr>
<td>7</td>
<td>GMM-MAP</td>
<td>4</td>
<td>PCA</td>
<td>40</td>
<td>0.41</td>
<td>7.50</td>
</tr>
</tbody>
</table>

Table 5  
Performance of the “ALL” protocol on the XRMB data for TISV task with all 5 exemplar speakers using the GSC inversion method.

<table>
<thead>
<tr>
<th>System ID</th>
<th>Methods</th>
<th>Exemplar</th>
<th>Articulatory post-processing</th>
<th>Dimension</th>
<th>Cost08</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GMM-MAP</td>
<td>none</td>
<td>none</td>
<td>36</td>
<td>0.38</td>
<td>7.56%</td>
</tr>
<tr>
<td>10</td>
<td>GMM-MAP</td>
<td>1</td>
<td>PCA</td>
<td>40</td>
<td>0.38</td>
<td>7.33%</td>
</tr>
<tr>
<td>11</td>
<td>GMM-MAP</td>
<td>2</td>
<td>PCA</td>
<td>40</td>
<td>0.37</td>
<td>7.10%</td>
</tr>
<tr>
<td>12</td>
<td>GMM-MAP</td>
<td>3</td>
<td>PCA</td>
<td>40</td>
<td>0.38</td>
<td>7.39%</td>
</tr>
<tr>
<td>13</td>
<td>GMM-MAP</td>
<td>4</td>
<td>PCA</td>
<td>40</td>
<td>0.41</td>
<td>7.50%</td>
</tr>
<tr>
<td>14</td>
<td>GMM-MAP</td>
<td>5</td>
<td>PCA</td>
<td>40</td>
<td>0.39</td>
<td>7.90%</td>
</tr>
<tr>
<td>15</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.39</td>
<td>6.86</td>
</tr>
<tr>
<td>16</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.37</td>
<td>6.69</td>
</tr>
<tr>
<td>17</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.37</td>
<td>6.40</td>
</tr>
<tr>
<td>18</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.36</td>
<td>6.46</td>
</tr>
<tr>
<td>19</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.36</td>
<td>6.75</td>
</tr>
<tr>
<td>20</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.36</td>
<td>6.28</td>
</tr>
<tr>
<td>21</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.39</td>
<td>7.10%</td>
</tr>
</tbody>
</table>

Table 6  
Performance of the “ALL” protocol on the XRMB data for TISV task with all 5 exemplar speakers using the DNN inversion method.

<table>
<thead>
<tr>
<th>System ID</th>
<th>Methods</th>
<th>Exemplar</th>
<th>Articulatory post-processing</th>
<th>Dimension</th>
<th>Cost08</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GMM-MAP</td>
<td>None</td>
<td>none</td>
<td>36</td>
<td>0.38</td>
<td>7.56%</td>
</tr>
<tr>
<td>22</td>
<td>GMM-MAP</td>
<td>1</td>
<td>PCA</td>
<td>40</td>
<td>0.37</td>
<td>7.10%</td>
</tr>
<tr>
<td>23</td>
<td>GMM-MAP</td>
<td>2</td>
<td>PCA</td>
<td>40</td>
<td>0.39</td>
<td>7.60%</td>
</tr>
<tr>
<td>24</td>
<td>GMM-MAP</td>
<td>3</td>
<td>PCA</td>
<td>40</td>
<td>0.37</td>
<td>7.00%</td>
</tr>
<tr>
<td>25</td>
<td>GMM-MAP</td>
<td>4</td>
<td>PCA</td>
<td>40</td>
<td>0.40</td>
<td>7.85%</td>
</tr>
<tr>
<td>26</td>
<td>GMM-MAP</td>
<td>5</td>
<td>PCA</td>
<td>40</td>
<td>0.39</td>
<td>7.90%</td>
</tr>
<tr>
<td>27</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.34</td>
<td>6.57</td>
</tr>
<tr>
<td>28</td>
<td>GMM-MAP</td>
<td>1+2+3+4+5</td>
<td>Feature level fusion + PCA</td>
<td>44</td>
<td>0.34</td>
<td>6.46</td>
</tr>
</tbody>
</table>

on the inverted articulatory data may lose the speaker information in terms of mean and variance which are informative for inter-speaker variations as illustrated in Table 3.

Table 5 shows the results for both feature level and score level fusion approaches. From system 10–14, we can see that systems based on different exemplar speakers perform differently. For exemplar 1–3, the enhanced feature sets achieve better performance in terms of EER. Systems based on exemplars 4 and 5 generate comparable results against the baseline. However, significant improvement (7.56% → 6.28% absolute, 17% relatively, p-value = 0.0218 by a right-tailed two-sample t-test on the scores) is achieved after score level fusion. The results of systems 15–18 match with the findings in Table 3 that combining information from multiple exemplar speakers helps. It is worth noting that the feature level fusion using multiple sets of inverted articulatory features only achieves moderate gain. This might be because different sets of inverted articulatory features are correlated and the dimensionality of the feature level multiple exemplar speakers concatenated articulatory features is too high.
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Similar performances were observed when using the DNN based inversion method as shown in Table 6. The results are not sensitive to the different acoustic-to-articulatory inversion methods. By fusing the GMM-MAP baseline system (ID 1) with the enhanced feature system (ID 22) at the score level, overall system EER was reduced from 7.56% to 6.46%.

Table 7 shows the performance on the MFCC only as well as the MFCC-real-articulation features systems with the “ALL-small” protocol. We can see that by augmenting the measured articulatory features with the MFCCs (even after utterance level mean and variance normalization), the enhanced feature set reduced the EER from 7.56% to 1.58%, a 70% relative EER reduction compared to the MFCC only system. Thus it is clear that, adding real articulation information enhances the speaker verification performance.

Although the gap between real articulatory measurements and estimated articulatory features through inversion is still big in terms of speaker verification performance, the performance improvements reported in Tables 5 and 6 do suggest the potential benefits that estimated articulatory features may provide in the TISV task. This is particularly important because in a real world TISV application, we have access only to the speech signal. In such scenarios it is only the estimated articulatory features that can provide information about speaker’s articulatory characteristics. Experimental results in this work show that estimated articulatory features indeed provide production oriented information (complementary to the MFCCs) to discriminate different speakers. This is also shown by the Detection Error Trade-off (DET) curves in Fig. 7, which clearly demonstrate that adding estimated articulatory features improves the speaker verification performance.

4.3. TDSV

For the TDSV task, we evaluate the proposed methods on the female part of the RSR 2015 database as discussed in Section 3.2. The gender-dependent GMM UBM consists of 1024 mixture components. The sizes of i-vectors and the dimension of speaker-specific subspace in PLDA are 400 and 150, respectively.

Table 8 shows the performance of the proposed systems on the development set of Part I for different definitions of target and non-target trials in terms of EER, 08 norm min DCF and 10 norm min DCF. We can see that the proposed systems with enhanced features (systems 2 and 3) outperform the MFCC baseline (system 1) for both type-1 and type-3 trials. This is because the introduction of the articulatory constraints introduced by the inverted features help the text dependent speaker verification system to reject wrong password trials. However, since more text dependent information (articulatory information conveys speech content information) is embedded in the enhanced feature, the
system is less robust to the type-2 trials where the target and imposter speakers utter the same words. One possible solution is to classify the type of trial first and then apply different systems for different trials (Larcher et al., 2014a). In this work, we propose an alternative solution by simply fusing system 1 and 2 at the score level which not only maintains the error reduction for type-1 and type-3 trials, but also improves the performance on type-2 trials. From Table 9, we can see that the proposed fusion approach reduced EER from 5% to 19% relatively for different types of trials.

Similar results are shown in Tables 10 and 11 for the Part I evaluation set. Comparing with the state-of-the-art approaches (i-vector baseline in Larcher et al. (2014b)) in Table 9 and 11, our proposed method achieves significant performance improvement on type-1 and type-3 trials and comparable results on type-2 trials.

Table 9
Performance of the proposed fusion system and the reference systems on the development set of RSR 2015 Part I for different definitions of target and non-target trials in terms of EER, 08 norm min DCF and 10 norm min DCF (EER/08 norm min DCF/10 norm min DCF)

<table>
<thead>
<tr>
<th>Speaker text</th>
<th>Target</th>
<th>Imposter</th>
<th>System 1+2</th>
<th>System 1+2+3</th>
<th>i-vector baseline (Larcher et al., 2014b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct</td>
<td>Wrong</td>
<td>Correct</td>
<td>Wrong</td>
<td>EER/08 norm min DCF/10 norm min DCF</td>
</tr>
<tr>
<td>Trials</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tar</td>
<td>non</td>
<td>0.62%/0.04/0.3</td>
<td>0.64%/0.04/0.3</td>
<td>3.05%/0.17/–</td>
</tr>
<tr>
<td></td>
<td>tar</td>
<td>–</td>
<td>6.03%/0.31/0.8</td>
<td>5.94%/0.30/0.8</td>
<td>7.87%/0.41/–</td>
</tr>
<tr>
<td></td>
<td>tar</td>
<td>–</td>
<td>0.07%/0.0</td>
<td>0.08%/0.0</td>
<td>0.94%/0.05/–</td>
</tr>
</tbody>
</table>
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Table 10
Performance of the proposed systems on the evaluation set of RSR 2015 Part I for different definitions of target and non-target trials in terms of EER, 08 norm min DCF and 10 norm min DCF (EER/08 norm min DCF/10 norm min DCF).

<table>
<thead>
<tr>
<th>Speaker text</th>
<th>Type</th>
<th>Target</th>
<th>Imposter</th>
<th>System1: MFCC baseline</th>
<th>System2: MFCC + exemplar(GSC)</th>
<th>System3: MFCC + exemplar(GSC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Correct</td>
<td>Wrong</td>
<td>Correct</td>
<td>Wrong</td>
</tr>
<tr>
<td>Trials</td>
<td>1</td>
<td>tar</td>
<td>–</td>
<td>–</td>
<td>0.23%/0.01/0</td>
<td>0.16%/0.01/0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>tar</td>
<td>–</td>
<td>non</td>
<td>3.85%/0.19/0.6</td>
<td>4.17%/0.22/0.7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>tar</td>
<td>–</td>
<td>non</td>
<td>0.08%/0.0</td>
<td>0.07%/0.0</td>
</tr>
</tbody>
</table>

Table 11
Performance of the proposed fusion system and the reference systems on the evaluation set of RSR 2015 Part I for different definitions of target and non-target trials in terms of EER, 08 norm min DCF and 10 norm min DCF (EER/08 norm min DCF/10 norm min DCF).

<table>
<thead>
<tr>
<th>Speaker text</th>
<th>Target</th>
<th>Imposter</th>
<th>System 1+2</th>
<th>System 1+2+3</th>
<th>i-vector baseline (Larcher et al., 2014b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Correct</td>
<td>Wrong</td>
<td>Correct</td>
<td>Wrong</td>
</tr>
<tr>
<td>Trials</td>
<td>tar</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.19%/0.01/0</td>
</tr>
<tr>
<td></td>
<td>tar</td>
<td>–</td>
<td>non</td>
<td>–</td>
<td>3.45%/0.18/0.6</td>
</tr>
<tr>
<td></td>
<td>tar</td>
<td>–</td>
<td>non</td>
<td>–</td>
<td>0.07%/0.0</td>
</tr>
</tbody>
</table>

5. Conclusions and future work

We propose a feature-level and score-level fusion approach by combining acoustic and (estimated) articulatory information for both text independent and text dependent speaker verification tasks. From a practical point of view, we study how to improve the speaker verification performance by combining the articulatory trajectories information characterizing the speech production. For the text independent speaker verification task, we find that concatenating articulatory features obtained from the measured speech production data with conventional MFCCs improves the performance dramatically. However, since access to the measured articulatory data is impractical for real-world speaker verification applications, we also experimented with estimated articulatory features obtained using acoustic-to-articulatory inversion technique. We explore both the feature-level and score-level fusion methods and observe that the overall system performance is enhanced significantly. Since articulatory trajectories also contain speech content information, we also study the usage of inverted articulatory features in the text dependent speaker verification task. We demonstrate that the articulatory constraints introduced by the inverted articulatory features help to reject wrong password trials and improve the performance after score level fusion. Future work should include investigating the effects of different speaker independent acoustic-to-articulatory mapping methods in terms of speaker verification performance with training data from multiple exemplar speakers, especially in the direction of highlighting inter-speaker variations.
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