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Abstract

This paper reports an experiment in synthesizing French connected speech using Maeda’s digital simulation of the vocal-tract system. The dynamics of the vocal-tract shape are estimated from the dynamics of Electromagnetic Articulograph (EMA) sensors via Maeda’s geometrical articulatory model. Time-varying characteristics of the glottis and the velopharyngeal port are set using empirical rules, while the fundamental frequency pattern is copied from the concurrently recorded audio signal. A subjective experiment was performed online to assess the perceived intelligibility and naturalness of the synthesized speech. Results indicate that a properly driven simulation of the vocal tract has the potential to provide a scientifically grounded alternative to the development of text-to-speech synthesis systems.
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1. Introduction

An ultimate test for a model of the relationship between the vocal-tract configuration and the speech waveform, would be to use it to generate highly intelligible and natural-sounding speech. If such a test were successful, it would open up new scientifically grounded avenues to the development of text-to-speech synthesis systems [1]. It would also allow for a veritable means for studying details of articulatory-acoustic relations, and broader questions pertaining to production-perception links [2].

Models generating speech waveforms from vocal-tract configurations, i.e. articulatory synthesizers or acoustic-to-articulatory simulations, have been in place for several years now [3, 4]. However, they are most often used to study the articulatory-to-acoustic relationships for isolated static configurations of the vocal tract, and for contiguous sounds like vowels or fricatives. In broad terms, the vocal-tract configurations for such sounds are part of standard phonetic knowledge, at least for major languages.

On the other hand, the potential of using such models to synthesize connected speech has been much less addressed. It is well-known that connected speech cannot be considered merely as the result of a straightforward concatenation of static speech sounds, neither at the acoustic nor at the articulatory level [5]. To synthesize connected speech, one needs to provide as input to the articulatory-to-acoustic simulation the dynamics of the vocal-tract configuration.

Perhaps the best-known method to generate such inputs is the Task Dynamics Model [6], which calculates the control parameters of Rubin et al.’s articulatory synthesizer [3], based on the theory of Articulatory Phonology [7]. However there is no explicit guarantee that the articulatory control trajectories thus derived correspond to the actual articulations of any given speaker, which raises an additional complication: assuming imperfections in the generated speech waveforms, one cannot tell if they are due to problems in the Task Dynamics Model, or due to problems in the articulatory-to-acoustic simulation itself.

This paper describes an experiment that follows a different approach to the problem of driving an articulatory synthesizer, specifically Maeda’s synthesizer [4]. We use Electromagnetic Articulography (EMA) data as the primary input source and attempt to re-synthesize the concurrently recorded speech waveform. The dynamics of the vocal-tract shape (i.e. jaw, lips and tongue), as represented in the context of Maeda’s articulatory model, are extrapolated non-trivially on the basis of the EMA dynamics. These dynamics are augmented by characteristics of the glottal area and nasal coupling, which are determined by simple rules on the basis of phonetic content. To avoid possible problems due to the interplay between vocal-tract resonance frequencies and the fundamental frequency of glottis vibration, we copy the F0-trajectory from the recorded speech waveform. This approach may enable us to focus on imperfections of the core function of the articulatory synthesizer by decoupling it from the task of artificially generating plausible articulatory control inputs.

In previous work [8] we have attempted to synthesize vowel-consonant-vowel sequences, where the consonant was an unvoiced oral stop or fricative, using a similar method. The present paper takes this idea one step further and applies it to the synthesis of complete utterances including voiced and nasal consonants. For unvoiced consonants, the rules for controlling glottal area characteristics have been revised and simplified.

2. From EMA to vocal-tract shapes

A method to estimate the control parameters of Maeda’s articulatory model from EMA data has been previously presented by Toutios at al. [9]. The present work builds upon that contribution, and reports an extended and updated version of the approach. The description begins with a brief introduction to Maeda’s geometrical articulatory model.

2.1. Maeda’s articulatory model

Maeda’s geometrical articulatory model [10, 11] describes the (oral part of the) vocal-tract shape by means of seven parameters(Fig. 1a): jaw opening (p1); tongue dorsum position (p2); tongue dorsum shape (p3); tongue apex position (p4); lip opening (p5); lip protrusion (p6); and larynx height (p7). The 7-tuples of articulatory parameters specify mid-sagittal profiles of the vocal tract, plotted over a pre-defined semi-polar grid (Fig. 1b). More specifically, measurements on the articulatory grid and the lips, collectively called variables, can be derived as linear combinations of control parameters. The tongue variables are defined as the coordinates of the intersections of the tongue contour with the grid. Out of the 31
Figure 1: Mazeda’s articulatory model: (a) control parameters; (b) articulatory grid; (c) definitions of lip variables.

grid-lines, numbered as shown in Fig. 1b, the 6th to 30th are related to the tongue contour. Thus, variables \( v_{tng6}, \ldots, v_{tng30} \) are defined. In Fig. 1b, the measurement of \( v_{tng27} \) is shown as an example. The variables describing the form of the larynx are defined. In Fig. 1b, the measurement of \( v_{tng27} \) is shown as an example. The variables describing the form of the larynx are defined.

2.2. EMA data, processing and registration

EMA data corresponding to ten short French sentences, known to the speech production community as the Strasbourg sentences were recorded at LORIA, Nancy, using the AG500 articulograph [12], as part of a larger EMA dataset. The subject was a phonetically aware native French male speaker. The data comprised three-dimensional dynamics of four sensors attached along the surface of the tongue on the mid-sagittal plane, from the apex to the vicinity of the velum, and sensors on the lower incisor, lower lip, upper lip and lip corners. Additional sensors on the bridge of the nose and behind the ears were used for head movement correction. The sample rate of these data was 200 Hz. The audio signal was recorded simultaneously and synchronized automatically using the articulograph’s internal software.

These data were 3-dimensional and we had to project them onto the mid-sagittal plane. The question was then how to define carefully the mid-sagittal plane in the 3D space. We applied Principal Component Analysis on the 3D positions of the sensors on the upper and lower lip, jaw and tongue. We found that more than 99% of the variance in the movement of these sensors lies on a plane, which we considered as our mid-sagittal plane, and on which we projected our sensor data.

The size of the articulatory grid was corrected by adjusting pre-defined mouth and pharynx scale factors and its external wall was re-drawn, to account for anatomical differences between the speaker involved in this experiment and the (female) speaker on which the articulatory model was initially constructed.

The next step was to co-register geometrically the EMA data (projected on the mid-sagittal plane) and the articulatory grid. This was done visually, by plotting both over an MRI image of the speaker and making manually the necessary adjustments of coordinate systems (shifts and rotations). The end-result of this process is shown in Fig. 2.

2.3. Derivation of jaw and lip parameters

The jaw variable is derived from EMA simply by projecting the jaw sensor position on the left-most line of the articulatory grid. The lip protrusion variable is derived as the distance of the mid-point between upper and lower lip sensors from the left-most grid-line. The lip width variable is the distance between the 3D positions of the sensors on the lip corners (which have not been projected onto the mid-sagittal plane).

It is possible to think that the lip opening variable should be the z-scored distance between the upper and lower lip sensors. However, this would not be correct because of the problem depicted in Fig. 3, which shows classic examples of lip contours.
for /i/ and /u/ where probable positions of the sensors have been superposed. The distance between the highest and lowest points on the front inner lip contours is, which is how lip opening is defined in the context of the model, does not correspond to the sensor distance but is also influenced (apparently) by protrusion.

Though the exact relationship between \( v \) and \( d \) in Fig. 3 is a matter that calls for further investigation we found that for our purposes (and for our speaker) the following heuristic produced good results: the lip opening variable is derived as the upper and lower lip sensor distance \( \text{minus} \) our protrusion measurement.

The jaw parameter \( p_1 \) is a z-scored version of the jaw variable. Z-scored versions of the jaw and lip variables described are plugged into Eq. 1 which we solve in the least-squares sense.

\[ t_{ng} = \frac{d_{n+1}}{d_n + d_{n+1}} a_n + \frac{d_n}{d_n + d_{n+1}} a_{n+1} \]  
\[ (4) \]

and assume that

\[ v_i = b_i [p_1, p_2, p_3, p_4]^T \]
\[ (5) \]

where \( v_i \) is the distance of the sensor from the base of the gridlines (in the same vein as \( v_{27} \) shown in Fig. 1). This is equivalent to inserting a virtual grid-line at the exact position of the sensor and inferring the linear combination that ties sensor position and parameters at that exact place between tongue variable and tongue parameters for that grid-line.

If the sensor lies in the polar part of the grid, the distances of the above equations are simply replaced by angles. Then we have a system of equations like (5) for \( i = 1 \ldots 4 \), with known \( v_i \) which we solve in the least square sense to find the tongue parameters \( p_2, p_3, p_4 \). An additional constraint we add to this optimization problem is that the tongue contour should not cross the external wall of the vocal tract.

\[ 2.5. \text{ Sagittal vocal-tract profiles and area functions} \]

Having the six parameters, and setting the larynx parameter to its mean (zero) value, we can reconstruct the sagittal vocal-tract profiles for each frame of our data. Three snapshots of the result are shown in Fig. 4.

These sagittal vocal-tract profiles are converted to area functions, consisting of 17 sections of equal length. This length is subject to dynamic change, as a function of vocal-tract shape.

The formula \( A = \alpha x^2 \) is used, where \( A \) and \( x \) are respectively the cross-sectional area and the midsagittal vocal-tract opening (distance between internal and external vocal tract) in cm. The values of \( \alpha \) and \( \beta \) vary along the vocal tract, and were determined by Maeda in an ad hoc manner [11].

\[ 3. \text{ Further controls for synthesis} \]

Besides the (oral) area function, the dynamics of a few other parameters, related to the status of the glottis and nasal coupling, need to be added as inputs to the articulatory synthesizer. Finally, some semi-automatic corrections are applied to the area functions inferred from EMA, to properly account for consonantal events.

\[ 3.1. \text{ Glottis} \]

Maeda’s synthesizer uses a modified version of a model for the glottis proposed by Fant [14]. Glottal area is modeled as the sum of a slow and a fast-varying component [15]. The fast-varying component is a triangular glottal pulse with amplitude \( A_g \) and fundamental frequency \( F0 \) which is added to a non-vibrating (slow-varying) area component \( A_{g0} \).

For setting \( A_g \) and \( A_{g0} \) in our synthesis experiments, we were inspired by Flanagan, Ishizaka and Shipley [16]. \( A_{g0} \) was set to zero during voiced sounds and silent stretches. For unvoiced consonants, starting from zero at the beginning of the consonant (as seen on the spectrogram), \( A_{g0} \) reaches a maximum of 0.4 cm² at 70% of the duration of the vowel, then falls back to zero at the end of the consonant. Between these three extremes, \( A_{g0} \) varies smoothly by a raised cosine function.

\[ A_g \] is set to 0.2 cm² during voiced sounds and to zero during unvoiced sounds and silent stretches. At the edge between a voiced sound and silence, there is a cosine transition between the two values that spans 20 ms into the silence. At the edge between a voiced and an unvoiced sound, the cosine transition spans 20 ms into the voiced sound. As explained earlier, \( F0 \) is copied from the concurrent speech recording.

\[ 3.2. \text{ Nasal coupling} \]

For the present synthesis experiment, we considered the nasal area function implemented in Maeda’s synthesizer, without adaptation to our speaker. Coupling of nasal and oral cavities is controlled by adjusting the area \( A_{nc} \) of the velopharyngeal port. This was set empirically to 0.01 cm² during oral sounds and silent stretches (setting the value to zero raised computational problems in the simulation), and to 0.4 cm² during nasals. There was a cosine transition between the two values both at the beginning and ending of the nasal, which spanned 20 ms into the nasal and 30 ms into the adjacent sounds.

\[ 3.3. \text{ Refinement of vocal-tract constrictions} \]

The area of the narrowest constriction of the vocal-tract should be set very precisely to properly distinguish between stops,
fricatives, and high vowels. We found that the specifications of area function derived directly from EMA were sometimes not precise enough. During stops (including nasal stops), from their beginning to the assumed burst (at 70% of the duration) we forced the area function at the narrowest constriction cross section (or combination of cross-sections) to be equal to 0.001 cm$^2$ (a zero value would raise numerical problems). For the full duration of fricatives, we set the area at the narrowest constriction at 0.1 cm$^2$. For any other cross-sections during those sounds, and for all cross-sections during vowels, we set a low threshold of 0.3 cm$^2$ to ensure an open air passage. When applying these operations, we also replaced area function trajectory values spanning a neighborhood of 30 ms into and out of the forced transitions by interpolated values, to avoid discontinuities of the derivatives of the trajectories that would give rise to audible artifacts (clicks) in our synthesis results.

4. Results

We synthesized the ten Strasbourg sentences by incorporating the elements described so far to Maeda’s synthesizer. In essence, our inputs were (i) the EMA data, (ii) phonetic transcriptions of the sentences, and (iii) the F0 trajectory, as tracked from the audio recordings corresponding to the EMA data. The only change to the original synthesizer of Maeda concerned the generation of friction noise: instead of locally at the narrowest constriction, friction noise was generated along the whole vocal-tract, in the manner and for reasons explained in [8]. Fig. 5 shows spectrograms of the recorded and synthesized speech for a segment of our results, together with trajectories of some of the elements we have described in the present paper. Audio files of the recorded and synthesized versions of the ten sentences can be found at http://sail.usc.edu/span/frenchsynthesis/.

We performed a subjective evaluation experiment using Amazon’s Mechanical Turk, the well-known crowd-sourcing platform. We first asked the participants to transcribe a recorded version of each sentence, as a means to give them a reference and assess their good knowledge of French. We then played the synthesized version of the same sentence, and asked the participants to rate it, in a scale from 1 (bad) to 5 (excellent) in terms of intelligibility and naturalness. We analyzed responses from 12 participants, who were able to transcribe all ten sentences correctly (with at most one phoneme wrong across the ten sentences). The mean score for intelligibility was 2.58 (standard deviation 1.21) and that for naturalness 2.84 (1.00). A breakdown of these scores across the ten sentences is shown in Table 1. These scores are not very high but considered encouraging given the novelty and experimental nature of the method.

5. Concluding remarks

Maeda’s simulation of the vocal-tract system works under several simplifying approximations, and has been used mostly for the study of static vocal-tract configurations. Our results indicate that, (i) if driven appropriately, this simple model can be used effectively to synthesize connected speech, but (ii) there is significant room for improvement.

In the future, we plan to explore the possibility of synthesizing speech directly from contours tracked in real-time MRI data of the vocal tract [17], which would eliminate the need for a model of the geometry of the vocal tract, and offer even more realistic articulatory dynamics. The same real-time MRI data could also be used to build new geometrical models, especially for languages other than French, for which Maeda’s geometrical model was originally constructed. Finally, important questions regarding the relationship between the 2D and the 3D geometry of the vocal tract could be answered using volumetric 3D MRI data [18].
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