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Abstract
We present a retrospective on collecting data of human interactions with multimodal dialog systems (“dialog data”) using crowdsourcing techniques. This is largely based on our experience using the HALEF multimodal dialog system to deploy education-domain conversational applications on the Amazon Mechanical Turk crowdsourcing platform. We list the various lessons learned from this endeavor over two years and make recommendations on best practices to be followed by practitioners and researchers looking to crowdsource dialog data for a new domain.

Crowdsourcing Dialogic Interactions
Crowdsourcing has emerged as one of the most popular methods of collecting spoken, video and text data over the last few years (Eskenazi et al. 2013). The advent of multiple crowdsourcing vendors and software infrastructure has greatly helped this effort. Several providers also offer integrated filtering tools that allow users to customize different aspects of their data collection, including target population, geographical location, demographics and sometimes even education level and expertise. Managed crowdsourcing providers extend these options by offering further customization and end-to-end management of the entire data collection operation.

In this review paper we will particularly focus on the collection, development and testing of interactions between a human and an automated system using crowdsourcing methods. Several papers in the literature have pushed the use of crowdsourcing for the collection, validation, transcription and annotation of dialog data (see for example (Chernova, DePalma, and Breazeal 2011; DePalma, Chernova, and Breazeal 2011; Bessho, Harada, and Kuniyoshi 2012; Yang, Levow, and Meng 2013; Suendermann and Piazzetti 2013; Lasecki, Kamar, and Bohus 2013; Mitchell, Bohus, and Kamar 2014; Ramanarayanan et al. 2016a)). While different studies have typically used different dialog system infrastructures to crowdsource data, many of the actual techniques and considerations involved in such crowdsourcing data collections are very similar. Along these lines, we frame our discussion of the considerations needed while crowd-sourcing dialog data in the context of HALEF, an open-source cloud-based dialog framework we have developed and continue to use for our multimodal dialog research.

Crowdsourcing offers a quick and cheap mechanism for data collection and annotation, particularly if the system is distributed and cloud-based. Crowdsourcing from standalone dialog systems is more challenging owing to potential technical limitations, but nonetheless possible. It also allows developers to design dialog systems in a more iterative manner owing to its rapid turnaround cycle, where one can start out with a system, deploy it, and use the collected data to update the system models and configuration (Ramanarayanan et al. 2016a). However, the drawback of such a data collection mechanism is the relative lack of quality control and verification as compared to in-person, laboratory data collections, which are much more controlled (a meta study on crowdsourcing for speech applications concluded that “although the crowd sometimes approached the level of the experts, it never surpassed it” (Parent and Eskenazi 2011)). This is exacerbated during multimodal dialog data collections, where it becomes harder to quality-control for usable audio-video data, due to a variety of factors including poor visual quality caused by variable lighting, position, or occlusions, participant or administrator error, or technical issues with the system or network (McDuff, Kaliouby, and Picard 2011).

When building and deploying any spoken dialog system (SDS) it is imperative to understand how well the system is performing to ensure an optimal user experience (UX). While such an endeavor is crucial and relevant during the process of bootstrapping a dialog system for a new domain or application, it is equally important to measure UX and system performance metrics for an SDS that is more mature to ensure a high quality of service. Much research has been conducted into the metrics one can use to quantify the performance and UX of an SDS (see for example (Danieli and Gerbino 1995; Walker et al. 1997; Walker, Wright, and Langkilde 2000; Möller 2004; Pietquin and Hastie 2013; Yang, Levow, and Meng 2012; Jiang et al. 2015; Evanini et al. 2008; Forbes-Riley and Litman 2011)). Such ratings can be obtained relatively easily and cheaply using crowd-sourced surveys attached to the dialog system interface page.

The rest of this paper is organized as follows: The following section presents the different aspects of our data collec-
tion setup, which has formed the basis of our crowdsourcing experiments. We then go through an example sequence of steps that we typically take in order to crowdsource a conversational task. Next, we enumerate a set of 10 lessons learned from our crowdsourcing experiments over two years and present recommendations for practitioners and researchers looking to crowdsource multimodal dialog data. We conclude with a discussion of the current state of the art and an outlook for the future.

Data Collection Setup
This section describes our data collection infrastructure and setup, as well as the conversational applications designed to elicit crowdsourced audiovisual interactions with AMT workers.

The HALEF Dialog System
The multimodal HALEF\textsuperscript{1} (Help Assistant–Language-Enabled and Free) framework depicted in Figure 1 leverages different open-source components to form an SDS framework that is cloud-based, modular and standards-compliant. For more details on the architectural components, please refer to prior publications (Ramanarayanan et al. 2016b; Yu et al. 2016).

Conversational Tasks
The analysis in this paper is based on a set of goal-oriented conversational tasks developed for English language learners. The tasks were designed to provide speaking practice for non-native speakers of English across a wide range of common linguistic functions in a workplace environment, including scheduling a meeting, interviewing for a job, making requests, responding to offers, placing and taking orders, requesting a refund, etc. In addition, the tasks are designed to be able to provide feedback to the language learners about whether they have used the required linguistic skills to complete the task successfully.

For instance, one spoken dialog task (Food Offer) consists of a short conversation in which the system interlocutor (a co-worker) offers some food to the user and the user is expected to accept or decline the offer in a pragmatically appropriate manner. Figure 2 presents a flowchart schematic of this task and indicates the different branches in the conversation based on whether the users accepted the offer or not and whether the user’s response was pragmatically appropriate or not. The range of expected user responses is quite limited in this task and the number of crowdsourcing responses that need to be collected for system training is relatively small. On the other hand, some of the conversational tasks are much more open-ended and elicit a wider range of speech from the user; for example, in a Billing Dispute task,
Table 1: A sampling of some of the conversational tasks deployed. Along with the number of dialog states for each task, #(#(DS)), we also list the number of dialog states which required a speech recognition and subsequent language understanding hypothesis to go to the next dialog state, #(DDS) (as opposed to an inconsequential state which just moves to the next state after end of speech has been detected).

<table>
<thead>
<tr>
<th>Item</th>
<th>Brief Task Description</th>
<th># DS</th>
<th># DDS</th>
<th># of Calls</th>
<th>Handling Time (sec)</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food Offer</td>
<td>Accept or decline an offer of food in a pragmatically appropriate manner</td>
<td>1</td>
<td>1</td>
<td>808</td>
<td>59.5</td>
<td>45.5</td>
</tr>
<tr>
<td>Meeting Scheduling</td>
<td>Invite a co-worker to a meeting based on a given schedule</td>
<td>4</td>
<td>3</td>
<td>323</td>
<td>110.5</td>
<td>124.1</td>
</tr>
<tr>
<td>Job Hiring Interview</td>
<td>Answer questions posed by an interviewer based on a given resume</td>
<td>8</td>
<td>3</td>
<td>660</td>
<td>294.6</td>
<td>104.6</td>
</tr>
<tr>
<td>Pizza Service</td>
<td>Pose as a customer services representative at a pizza restaurant and take a customer order</td>
<td>7</td>
<td>7</td>
<td>789</td>
<td>144.9</td>
<td>80.3</td>
</tr>
<tr>
<td>Meeting Request (Boss)</td>
<td>Request a meeting with your boss</td>
<td>5</td>
<td>4</td>
<td>909</td>
<td>80.2</td>
<td>35.9</td>
</tr>
<tr>
<td>Meeting Request (Friend)</td>
<td>Request a meeting with a co-worker peer</td>
<td>5</td>
<td>0</td>
<td>743</td>
<td>77.8</td>
<td>44.3</td>
</tr>
<tr>
<td>Order Refund</td>
<td>Request a refund on a defective item</td>
<td>5</td>
<td>5</td>
<td>952</td>
<td>82.3</td>
<td>77.0</td>
</tr>
<tr>
<td>Job Placement Interview</td>
<td>Interact with an interviewer at a job placement agency</td>
<td>30</td>
<td>4</td>
<td>1282</td>
<td>345.2</td>
<td>114.1</td>
</tr>
<tr>
<td>Coffee Shop Order</td>
<td>Order food and drink from a coffee shop</td>
<td>9</td>
<td>1</td>
<td>1210</td>
<td>135.3</td>
<td>66.8</td>
</tr>
<tr>
<td>Billing Dispute</td>
<td>Dispute charges on a customer phone bill</td>
<td>5</td>
<td>3</td>
<td>986</td>
<td>154.0</td>
<td>79.4</td>
</tr>
</tbody>
</table>

Figure 2: Example design of the Food Offer conversational task targeted at non-native speakers of English in which the language learner has to accept or decline an offer of food in a pragmatically appropriate manner.

The user has to participate in a conversation with an automated customer service representative and explain why the charges on the user’s monthly phone bill (which is provided in an image along with the task) are incorrect.

Table 1 lists the conversational tasks that were deployed to the AMT platform as part of this study. Most of the tasks (including the two described above) contain system-initiated dialog scenarios, some also contain user-initiated dialogs. For example, in the Pizza Service task, users are required to play the role of a customer service representative at a pizza restaurant and take an order from a customer (the system interlocutor) who wants to order a pizza. In such a scenario, the automated customer waits for the user to ask a question (“What is your name?”; “What toppings would you like on your pizza?”; etc.) before replying with the appropriate response. Therefore, this task might be potentially harder than the other three, imposing more cognitive load on the user.

Table 2: Crowdsourcing statistics.

<table>
<thead>
<tr>
<th>Item</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>50+ unique native/first languages (L1s)</td>
<td></td>
</tr>
<tr>
<td>20+ conversational applications</td>
<td></td>
</tr>
<tr>
<td>21,333 interactions (68% include both audio and video)</td>
<td></td>
</tr>
<tr>
<td>785 hours of audio data</td>
<td></td>
</tr>
<tr>
<td>512 hours of video data</td>
<td></td>
</tr>
<tr>
<td>35,722 transcribed utterances</td>
<td></td>
</tr>
<tr>
<td>~325,368 transcribed words</td>
<td></td>
</tr>
<tr>
<td>~5,551 annotations</td>
<td></td>
</tr>
<tr>
<td>~17,093 ratings</td>
<td></td>
</tr>
</tbody>
</table>

Crowdsourcing Setup

We used Amazon Mechanical Turk\(^2\) (and to a much smaller extent, Microworkers\(^3\)) for our crowdsourcing data collection experiments. As mentioned earlier, crowdsourcing, and particularly AMT, has been successfully used in the past for the assessment of SDSs as well as for collection of interactions with SDSs (McGraw et al. 2010; Rayner et al. 2011; Jurccek et al. 2011). In our case, each spoken dialog task was its own individual HIT (Human Intelligence Task). In addition to reading instructions and calling into the system to complete the conversational tasks, users were requested to fill out a 2-3 minute survey regarding different aspects of the interaction, such as their overall call experience, how engaged they felt while interacting with the system, how well the system understood them, to what extent system latency affected the conversation, etc. Since the targeted domain of the tasks in this study is non-native English conversational practice, we restricted the crowdsourcing user pool for some of the HITs to non-native speakers of English; however, we also collected data from native speakers of English in order to test the robustness of the system and to obtain expected target responses from proficient speakers of English. Over the past couple of years, we have collected over 20,000 calls into the HALEF system amounting to nearly 800 hours of dialog speech data (more than two thirds of which have also video) from people all over the world (see Figure 5).

\(^2\)https://requester.mturk.com/
\(^3\)https://microworkers.com/
Figure 3: Example webpage that allows users to video-call into the HALEF dialog system by leveraging the WebRTC protocol. The page provides instructions to the caller and then directs the user to dial into the system by pressing the “Call” button. The specific application shown is a conversational task targeted at non-native speakers of English in which the language learner has to accept or decline an offer of food in a pragmatically appropriate manner. The callflow for this application is also depicted in Figure 2.

Figure 4: Distribution of ages of callers into the HALEF system. The bar on top represents the mean±1 standard deviation.

Typical Data Collection Process

The design, deployment and crowdsourced data collection of conversational applications include roughly the following steps:

1. Assessment developers first design the conversational application and develop a callflow for it using a flowchart-based software tool such as OpenVXML. See Figure 2 for an example callflow. Such a callflow application encapsulates various resources required for the dialog system, such as grammars or language models and audio recordings for playback, and also other contains specifications, such as voice activity timeout threshold, barge-in settings, grammar formats, etc. During this process:
   - One or more statistical language models or grammars are trained using collected data (if previous data from this application/domain was collected earlier) or a set of sample utterances (if this is a new application).

4https://github.com/OpenMethods/OpenVXML
If the conversational application is to use prerecorded voices, then one or more voice talents record the desired audio files.

2. We then write a web-based HTML interface page for Turkers to call into the dialog system that includes detailed instructions on how to complete the task, including, but not limited to, stimulus material, troubleshooting tips and survey questions. We also include instructions requesting callers to test that their audiovisual recording equipment such as microphones and webcams are in good working order. See Figure 3 for an example screenshot of one such webpage for a conversational application.

3. We create a task on the crowdsourcing platform of interest, choosing crowd filters as per the requirements of the task. For example, for certain applications, we might want to collect data from primarily non-native speakers of English, in which case we set a geographical filter. We also set the payment for the task at this stage.

4. Since we host our cloud-based dialog system on our own servers and not on the crowdsourcing website, we need to redirect crowdsourced workers to our servers, but also allow them to provide a token of task completion on the original crowdsourcing website in order to receive compensation. In order to achieve this, after configuring the task appropriately on the crowdsourcing website, we redirect them to our servers, and provide them with a code or token once they complete the specified task, which they can then enter on the crowdsourcing website as a token of successful task completion, and by extension, payment.

5. We then check and approve each workers’ submission by verifying submitted tokens against database records.

6. Next, we quality check the data to see what updates/improvements to the conversational applications and system models need to be made before redeploying the task among the crowd again. This includes, but is not limited to, transcribing, annotating and rating the input data.

**Lessons Learned and Recommendations**

The following section enumerates some of the lessons we learned during the process of collecting crowdsourced conversational interactions.

1. Payment: This is arguably one of the most important factors to consider while setting up a crowdsourced task, as this is (not surprisingly) the primary reason why workers are willing to complete the tasks in the first place. Especially when collecting data from systems under development, we found it useful to institute a two-tier payment system: a low to moderate base pay followed by a good bonus upon successful completion of the application. This ensures that workers are still paid for unsuccessful attempts owing to no fault of their own (for example, if there were technical difficulties with the system) and ensures that workers are enthusiastic to continue working on future tasks. Note that when new conversational tasks are posted for the first time, the completion rate might be lower due to technical and/or task design issues. However, we recommend paying Turkers generously during this period nonetheless and maintaining email communication
Regarding the cause of the failures and ongoing proposed improvements. This will boost worker morale and ensure the continued popularity of the tasks.

2. Requester Ratings: For crowdsourcing tasks on AMT, the Turkopticon platform provides independent, 3rd-party ratings for all requesters and tasks on AMT. These requester ratings, provided by workers, are independently moderated and allow requesters to keep track of the popularity of their tasks, and help workers more effectively choose which tasks to work on. We recommend keeping track of task feedback on Turkopticon in order to receive ongoing feedback about potential issues with the tasks along a variety of dimensions, including fairness of the task, speed and adequacy of payment, and excellence of communication with workers.

3. Qualifications: These are useful in order to control the worker population who perform tasks. For instance, to elicit a higher percentage of data from non-native speakers of English, we use geographical qualification filters to ensure that workers are not calling in from the continental United States. Such filters are not readily available on all crowdsourcing websites, but are on the bigger ones such as AMT and Microworkers.

4. Batch Sizes: We have found that it is useful to start with small batches initially to iron out kinks in the stimulus material or troubleshoot technical issues with the system, before deploying much larger batches to collect a larger sample size. Also note that larger the batch size, the more traffic is likely to hit the system within a given time window.

5. Crowdsourcing Multimodal Data: While one can collect multimodal dialog data relatively quickly and easily using crowdsourcing, video data collections introduce more challenges (and cost) relative to text or audio-only collections. For instance, in our case, with a cloud-based dialog system that can be accessed using a web browser, there were multiple technical issues that arose, including browser compatibility with the HALEF system, careful presentation of task-specific and system-specific instructions, and dealing with failures within the HALEF system. Especially when starting out with a new conversational application, the success/completion rate is likely to start out low, before the issues are identified and addressed. However, using an iterative improvement-based crowdsourcing cycle, one can rapidly improve the completion rate. Figure 6 shows an example of this. In the interest of making sure we had a robust system for at least one system/browser configuration, we restricted Turkers to use the Google Chrome web browser to call into the system and follow a very specific (and detailed) set of instructions regarding how to call into the system and retry in case of unsuccessful attempts.

6. Privacy Issues: While crowdsourcing allows collection of multimodal dialog data from a large number of people at their convenience, one must be aware of the precautions that need to be taken while recording personally identifiable information from participants, the degree of which increases as we move from text to audio to video data of participants. We would also recommend clearly instructing participants that their audio and video will be recorded, along with having them sign a consent form (approved by the appropriate Institutional Review Board) that explicitly states that their data will be recorded and how it will be used, depending on the purpose of the study.

7. Participant Geography: As one can see in Figure 5, a lot of crowdsourcing providers are based out of the United States, certain countries in Europe and India. Fewer participants, nonetheless a reasonable number, are available from still other locations in Europe and South America. Certain locations like China in particular, however, are much harder to crowdsource data from owing to website restrictions and prohibitive internet firewall policies. If collecting data from such locations is essential, it might be easier to use the services of a managed crowdsourcing provider that is local to the country of interest. While this reduces flexibility, it might be more advantageous in terms of time, effort and cost.

8. Technology Infrastructure Considerations: There are several technology infrastructure factors one must consider while crowdsourcing dialog data:

(a) First, ensure that the system is able to handle a certain number of concurrent calls (or deal with them in
9. Performance Monitoring and Alerts: Since dialog systems are typically composed of multiple subsystems such as speech recognizers, voice browsers, etc., inter-operating with each other, this also introduces multiple potential sources of system failure, especially in distributed, cloud-based systems and systems that are still in development. We found that implementing an alert system that sent out emails whenever a subsystem was down helped in increasing the completion rate, and user experience ratings. Furthermore, we also implemented a call-viewing portal and a dashboard that allows us to monitor various key performance indicators such as call completion rate, speech recognition performance, system latency, busy rate and many more. Regularly monitoring such metrics during data collections were also instrumental in improving performance.

10. Iterative Conversational Task Design: As mentioned earlier, crowdsourcing lends itself ideally to rapid and iterative development of conversational tasks, since the models and branching structure of the conversation flow from one administration, including the specific prompts and handling of different user strategies, can be updated and improved for subsequent administrations (also, see Figure 6). One strategy we have found particularly useful along these lines is to first deploy one or more administrations of a text-only (chatbot) version of the conversational task, where there is no speech elicited from the user. The user chats collected from these are then used to update language models or grammars, and used to enhance the callflow and/or design optimal questions/prompts, which can then be used to design an audio or audiovisual version of the task with either recorded prompts (by a voice talent) or synthesized voices. Deploying a text-only version of the task to refine the application before moving on to a full-blown multimodal dialog data collection is advantageous since there are fewer moving parts in the former, and therefore fewer chances of system-related bugs/issues. Moreover, this way one can also quickly get a sampling of typical user responses in order to refine the application quickly and cheaply, before engaging voice talents to record desired prompts.

Discussion and Outlook
We have presented a retrospective on crowdsourcing multimodal dialog data based on our experiences in using the HALEF multimodal dialog system to develop conversational applications primarily in the education domain. While there are many positives to take away from our experience, including the rapid and cheap method of data collection, iterative improvement cycle of models and applications, and access to participants of different ages across different geographical locations, there are other limiting factors one needs to take into account, some of which we have hinted at in earlier sections. For instance, one thing would be to ensure the dialog system can efficiently handle variable amounts of caller traffic that may arise at different times of the day by employing an automated spin-up and spin-down of cloud machines on demand. This is a nontrivial given the number of subsystems that are part of the ensemble framework. The large number of subsystems and moving parts involved also makes it more challenging for newcomers to build and deploy dialog-based conversational applications, and increases the number of points of failure. Also, while unmanaged crowdsourcing allows one freedom to choose the price point and to set restrictions on who is eligible to complete the task, there are certain limitations here. The more specific and constrained the set of requirements on the target population, the more difficult it is to find the exact crowd of workers one is looking for. The reasons are many – (i) there may not be as many free-market workers signed up from a given country one wants to crowdsource from (for example, certain African countries), (ii) there might be internet firewall or other network/security issues that prevent people from either signing up to the crowdsourcing website and/or accessing the tasks in question (for example, in China), (iii) the lack of interest or availability of the existing pool of workers from a particular geographical location, or in other cases, (iv) specific skill requirements on workers which thin out the existing crowd (for example, education level requirements or language ability). Such cases might warrant engaging the services of a managed crowdsourcing provider (albeit at a higher cost) in order to collect data from the specific target demographic of choice. Furthermore, during multimodal dialog data collections which involve the recording of multiple data modalities, ensuring robustness and fidelity of data collected is a challenge, as mentioned earlier. One way to address these concerns is to explicitly include tests of caller audiovisual equipment and other network or system related issues prior to the task administration. Note, however, that this will also

---

6Further, recall that in the case of multimodal dialog collections one needs to be able to transmit and receive video and audio traffic, which could cause complications.
increase the task overhead on the caller (and therefore, the time and the cost investment). Another potential solution is to standardize as many portions of the task as possible to ensure robustness.

While there is no universal solution to crowdsourcing multimodal dialog data, the field looks very promising and is already making a noticeable impact to different aspects of dialog system development. With the potential to exploit many of the rapid developments in computing hardware, software and design technology, crowdsourcing could rapidly become the go-to data collection solution for the collection, transcription, rating and annotation of dialog data.
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