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Abstract—Word embeddings such as ELMo and BERT have been shown to model word usage in language with greater efficacy through contextualized learning on large-scale language corpora, resulting in significant performance improvement across many natural language processing tasks. In this work we integrate acoustic information into contextualized lexical embeddings through the addition of a parallel stream to the bidirectional language model. This multimodal language model is trained on spoken language data that includes both text and audio modalities. We show that embeddings extracted from this model integrate paralinguistic cues into word meanings and can provide vital affective information by applying these multimodal embeddings to the task of speaker emotion recognition.
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I. INTRODUCTION

A COUSTIC and visual elements in human communication, such as vocal intonation and facial expressions, incorporate semantic information and paralinguistic cues conveying intent and affect [1]. For this reason many multimodal systems have been proposed which integrate information from multiple modalities to improve natural language understanding. This effort has many applications such as in video summarization [2], [3], dialogue systems [4], [5], and emotion and sentiment analysis [6]–[8].

The study of multimodal fusion in affective systems is an especially relevant and important topic. This follows from the fact that human behavioral expression is fundamentally a multifaceted phenomenon that manifests over multiple modalities [9] and can be more accurately identified through multimodal models [10]. Another factor is the importance of affective information as an ingredient in a variety of downstream tasks such as in language modeling [11], dialogue system design [12], [13], and video summarization [14].

Many multimodal systems for recognition of sentiment, emotion, and behaviors have been proposed in prior work, including recent neural network based approaches. In feature-level fusion, Tzirakis et al. [15] combined auditory and visual modalities by extracting features using convolutional neural networks (CNN) on each modality which then were concatenated as input to an LSTM network. Hazarika et al. [16] proposed the use of a self-attention mechanism to assign scores for weighted combination of modalities. Other works have applied multimodal integration using late fusion methods [17], [18].

For deeper integration between modalities many have proposed the use of multimodal neural architectures. Lee et al. [19] have proposed the use of an attention matrix calculated from speech and text features to selectively focus on specific regions of the audio feature space. The memory fusion network was introduced by Zadeh et al. [20] which accounted for intra- and inter-modal dependencies across time. Akhtar et al. [21] have proposed a contextual inter-modal attention network that leverages sentiment and emotion labels in a multi-task learning framework.

The strength of deep models arises from the ability to learn meaningful representations of, and association between, features from multiple modalities. This is learned implicitly by the model in the course of training [22]. In this work we propose a model to explicitly learn informative joint representations of speech and text. This is achieved by modeling the dynamic relations between lexical content and acoustic paralinguistics through a language modeling task on spoken language. We augment a bidirectional language model (biLM) with word-aligned acoustic features and optimize the model first using large-scale text corpora, and then followed by speech recordings. In this work we hypothesize that (1) representations from this model capture multimodal information that can be used to improve speaker emotion recognition (SER), and (2) the benefits of such methods increase with more diverse data. We evaluate the effectiveness of the representations in SER on three datasets of increasing diversity with respect to naturalness and recording conditions, namely IEMOCAP, MSP-IMPROV and CMU-MOSEI.

II. RELATED WORK

Lexical representations such as ELMo [23] and BERT [24] have recently been shown to model word semantics and syntax with greater efficacy. This is achieved through contextualized learning on large-scale language corpora which allows internal states of the model to capture both the complex characteristics of word use as well as polysemy due to different contexts. The integration of these word embeddings into downstream models has improved the state of the art in many NLP tasks through their rich representation of language use.
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To learn representations from multimodal data Hsu et al. [25] proposed the use of variational autoencoders to encode inter- and intra-modal factors into separate latent variables. Later, Tsai et al. [26] factorized representations into multimodal discriminative and modality-specific generative factors using inference and generative networks. Recent work by Rahman et al. [27] has concurrently proposed the infusion of multimodal information into the BERT model. There the authors have combined the generative capabilities of the BERT model with a sentiment prediction task to allow the model to implicitly learn rich multimodal representations through a joint generative-discriminative objective.

In this work we propose to explicitly learn multimodal representations of spoken words by augmenting the biLM model in ELMo with acoustic information. This is motivated from how humans integrate acoustic characteristics in speech to interpret the meaning of lexical content from a speaker. Our work differs from prior work in that we do not include or target any discriminative objectives and instead rely on generative tasks and contextual learning to learn meaningful multimodal representations. As a first step in this direction we adopt the ELMo architecture of the biLM model used in ELMo with acoustic information. This has been implemented using neural networks in many prior works and the biLM model used in ELMo, which is based on the character-level RNN-LM [29].

The biLM is composed of a forward and backward LM each implemented by a multi-layer LSTM. The forward LM predicts the probability distribution of the next token given past context while the backward LM predicts the probability distribution of the previous token given future context. Each LM operates on the same input, which is a token embedding of the current token calculated through a character-level convolutional neural network (CharCNN) [30]. A softmax layer is used to estimate token probabilities from the output of the two-layer LSTM in the LMs. The parameters of the softmax layer are shared between the LMs in both directions.

Different from ELMo, our input to the biLM includes acoustic features in addition to word tokens. Now the forward LM aims to model, at each time step, the conditional probability of the next token $t_{k+1}$ given the current token $t_k$, acoustic features $a_k$, and previous internal states of the stacked LSTM $\bar{s}_{k-1}$:

$$P(t_{k+1} \mid t_k, a_k, \bar{s}_{k-1})$$

The backward LM operates similarly but predicts the previous token $t_{k-1}$ given the current token $t_k$, acoustic features $a_k$, and internal states resulting from future context $\bar{s}_{k+1}$. Details of the acoustic features are given in Section IV-C.

### B. Acoustic Convolution Layers

To integrate paralinguistic information into the language model, time-aligned acoustic features of each word are provided in adjunct to word tokens. We add additional convolutional layers at the input of the biLM to compute acoustic embeddings from the acoustic features. The convolutional layers provide a feature transformation of the acoustic features which are then combined with token embeddings using a gating function.

Due to the varying duration of spoken words, acoustic features are zero-padded to a fixed frame size before being passed to the CNN. This is similar to the use of a maximum number of characters per word in the CharCNN. The acoustic CNN is implemented by series of 1-D convolution layers each followed by a max-pooling layer. The final feature map is then projected to the same dimension size as token embeddings to allow for element-wise combination.

### C. Multimodal ELMo

We combine token and acoustic embeddings using a sigmoid gating function:

$$M_k = U(t_k) \odot \sigma(V(a_k))$$

where $U(t_k)$ and $V(a_k)$ are the embeddings calculated from the word token and acoustic feature, respectively, $\sigma$ is the sigmoid function, and $\odot$ represents element-wise multiplication. The sigmoid gate is a useful mechanism in language modeling [31] as it allows the network to select relevant features in the token embedding. In our case it serves to modify semantic meaning of words through scaling of the token embedding based on acoustic information. The embeddings after the gated sigmoid function are considered to be multimodal and are used as input to both the forward and backward LM.
Word embeddings are extracted for use in downstream models in a similar fashion to ELMo. That is, we define each word vector as a task-specific weighted sum of all LSTM outputs as well as the input token embedding $\mathbf{e}_k$. To form sentence embeddings for use in downstream models we additionally average over all word vectors in a sentence. This approach of obtaining sentence embeddings from a weighted average of word vectors has been shown to be an effective method of information aggregation in many NLP tasks [32].

The final multimodal ELMo (M-ELMo) sentence embedding for a sentence consisting of $N$ words is given as

$$
\text{M-ELMo} = \gamma \frac{1}{N} \sum_{k=1}^{N} \sum_{j=0}^{L} c_j \mathbf{h}_{k,j}
$$

where $\mathbf{h}_{k,j}$ are the concatenated outputs of LSTMs in both directions at the $j$th layer for the $k$th token and $j = 0$ corresponds to $\mathbf{M}_c$. Values $\{c_j\}$ are softmax-normalized weights for each layer and $\gamma$ is a scalar value, all of which are task-specific and tunable parameters in the downstream model.

IV. EXPERIMENTS

A. Multimodal biLM Architecture

The final model architecture proposed in [23] was used for the lexical and recurrent components of the multimodal biLM. This model comprises a character CNN with 2048 character n-gram convolutional filters followed by a two-layer biLSTM ($L = 2$) with 4096 units and a projection size of 512 dimensions.

The architecture of the acoustic CNN was based on keyword spotting CNNs proposed in [33], however we applied 1-D convolution since our acoustic features include non-spatial categories. We also used a smaller kernel size in the time dimension to model acoustic variations at a finer scale. The acoustic CNN comprises three 1-D convolutional layers using kernels of size 3 and a stride of 1. Each layer is followed by a max-pooling function over three frames.

B. Pre-Training the Multimodal biLM

The multimodal biLM was pre-trained in two stages. In the first stage the lexical components of the biLM were optimized prior to the inclusion of acoustic features. This was achieved by training on a text corpus and fixing the acoustic input as zero. The 1 Billion Word Language Model Benchmark [34] was used to train the lexical components of the biLM for 10 epochs. After training, the model achieved perplexities of around 35 which is similar to values reported for pretrained models in [23].

In the second stage of pre-training we optimized the biLM using the multimodal dataset CMU-MOSEI (described in Section IV-D). In our experiments we used text and audio which were not in the testing split of the dataset to train the biLM. In terms of word count CMU-MOSEI contains around 447 K words which is much smaller than the 1-billion word LM benchmark. Therefore, to prevent over-fitting we reduced the learning rate used in the previous stage by a factor of 10 and fine-tuned the biLM for an additional 5 epochs.

C. Features

Since a CharCNN was used as the lexical embedder, input words to the biLM were first transformed into a character mapping then padded to a fixed length. The character-level representation of each word is given as a $c \times l_c$ matrix, where $c$ is the dimension size of the character embedding and $l_c$ is the maximum number of characters in a word.

We used acoustic features extracted using COVAREP (v1.4.2) [35] similar to [21], [36]. There are 74 features in total and include, among others, pitch, voiced/unvoiced segment features, mel-frequency cepstral coefficients, glottal flow parameters, peak slope parameters, and harmonic model parameters.

The acoustic features were aligned with word timings to provide acoustic information for each word. Since the time duration varies between words we padded the number of acoustic frames per token to a fixed length. Thus, word-aligned acoustic features were given as a $d \times l_a$ matrix, where $d$ is the number of acoustic features and $l_a$ is the maximum number of acoustic frames in a word. In our experiments we used a maximum frame length of 2 seconds per word. This corresponds to more than 99.9% of all words in the dataset. We assume any truncated words to be unrepresentative of conventional articulation during conversations (e.g., purposely drawn-out words) which may require specific modeling outside the scope of this study.

D. Datasets

After pre-training we extract sentence embeddings from the multimodal biLM for use in emotion recognition. In our experiments we evaluated on emotion datasets IEMOCAP [37], MSP-IMPROV [38], and CMU-MOSEI.

IEMOCAP is a multimodal emotion dataset consisting of 10 actors displaying emotion in scripted and improvised hypothetical scenarios. This dataset is considered as the least diverse in our experiments having been collected in clean recording conditions in addition to consisting of acted scenarios with few speakers. Although this is not an ideal test set we include it for completeness. Similar to [39] we evaluate on the emotion categories angry (1103), excite (1041), happy (595), sad (1084), frustrated (1849), surprise (107), and neutral (1708) for a total of 7487 utterances. We report results from 10-fold cross validation where in each fold one speaker is used as the test set while their conversation partners and remaining speakers are used as the development and training set, respectively.

MSP-IMPROV is another collection of emotional audiovisual recordings performed by actors. However in this dataset the authors strove to increase naturalness by using target sentences within improvised conversational scenarios which provides a slightly improved setup for evaluation over IEMOCAP. Additional segments of natural interaction of actors during breaks were also included to make this dataset slightly more diverse. We evaluate on the emotion categories angry (789), happy (2603), sad (882), neutral (3340), for a total of 7714 utterances. The dataset consists of 6 sessions between male and female pairs which leads to 12-fold cross validation.

CMU-MOSEI contains 23 453 single-speaker video segments from YouTube which have been manually transcribed and annotated for sentiment and emotion. Emotions are annotated on a [0, 3] Likert scale and include multiclass categories such
as happiness, sadness, anger, fear, disgust, and surprise. We binarize these annotations to arrive at class labels by predicting the presence of emotions, i.e., any emotion with a rating greater than one. Since this dataset includes natural interactions from YouTube there is a greater degree of variance in recording conditions, expression, and speaker differences compared to previous datasets. Therefore we expect this dataset to be a better indicator of effectiveness in emotion recognition in the wild.

E. Emotion Recognition Using DNN

As our goal is to evaluate the efficacy of the multimodal sentence embeddings we used a simple feedforward neural network for emotion recognition. The multimodal sentence embeddings were used as inputs to a neural network (NN) to predict emotions. The tunable parameters described in Section III-C are also included in this network. The network is trained using the training split of each dataset and the validation split is used in choosing hyper-parameters of the network. As a baseline we also compared to a neural network model using sentence embeddings from a text-only ELMo model. Since the biLM is not updated in this stage only the feedforward NN is considered in-domain to emotion recognition.

F. Evaluation Methods

Different metrics were used to evaluate each dataset to be comparable with other work. To evaluate IEMOCAP and MSP-IMPROV the unweighted average recall (UAR) was calculated for each fold and the average value over all folds is reported. As CMU-MOSEI is a multi-class task we evaluated this dataset using weighted accuracy (WA) [36] on each emotion. The metric can also be viewed as the macro-average recall value for each emotion label. We also averaged the resulting weighted accuracy metric across all emotions to obtain an average value. In all cases we observe that the M-ELMo embeddings show improvement over standard ELMo embeddings in emotion recognition. The improvement of M-ELMo over ELMo embeddings is significant with $p$-value $< 0.05$ under McNemar’s test. Surprisingly, a neural network using ELMo embeddings led to higher performance than other advanced models using multiple modalities on CMU-MOSEI. This result might demonstrate the effectiveness of unsupervised contextualized embeddings over other methods such as GloVe [43], which were used in [21] and [36].

While the multimodal embeddings did not show improvement on IEMOCAP, we observe a gradual improvement as the evaluation moved to MSP-IMPROV, which was carefully designed to promote naturalness, and CMU-MOSEI, which is real-world data collected from YouTube videos. This might indicate benefits of large-scale pretraining and the suitability of the multimodal embeddings for in the wild SER with more diverse conditions.

VI. CONCLUSION

In this paper we proposed a method for learning and extracting multimodal embeddings from pretrained language models. Our model used convolutional layers to calculate acoustic embeddings from audio features which were then combined with text embeddings in a biLM using a sigmoid gating function. This model was trained in an audio-based language modeling task using audio and text from YouTube videos. We then showed the effectiveness of sentence embeddings extracted from this multimodal biLM in the task of speaker emotion recognition. The results are promising especially given that our downstream model using a simple neural network outperforms state of the art architectures on MSP-IMPROV and CMU-MOSEI. This demonstrates the benefits of using unsupervised pretraining on multimodal models to obtain representations that are effective in capturing inter- and intra-modal dynamics in spoken natural language. Future work includes exploration of different multimodal fusion methods and models as well as unsupervised pretraining on additional tasks at a greater scale.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>EMOTION RECOGNITION RESULTS ON IEMOCAP AND MSP-IMPROV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>UAR (%)</td>
</tr>
<tr>
<td></td>
<td>IEMOCAP</td>
</tr>
<tr>
<td>Chance</td>
<td>14.3</td>
</tr>
<tr>
<td>MDR-E [6]</td>
<td>53.6</td>
</tr>
<tr>
<td>MHA [40]</td>
<td>55.5</td>
</tr>
<tr>
<td>CNN + 40 MBs [41]</td>
<td>-</td>
</tr>
<tr>
<td>CNN-LSTM-DNN [42]</td>
<td>-</td>
</tr>
<tr>
<td>ELMo + NN</td>
<td>49.2 ± 0.2</td>
</tr>
<tr>
<td>M-ELMo + NN</td>
<td>51.7 ± 0.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>EMOTION RECOGNITION RESULTS ON CMU-MOSEI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Ang</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>(Single modality)</td>
<td></td>
</tr>
<tr>
<td>(A) Graph-MFN [36]</td>
<td>56.4</td>
</tr>
<tr>
<td>(L) Graph-MFN [36]</td>
<td>56.6</td>
</tr>
<tr>
<td>(L) ELMo+NN</td>
<td>64.8</td>
</tr>
<tr>
<td>(A + L + V)</td>
<td></td>
</tr>
<tr>
<td>Graph-MFN [36]</td>
<td>62.6</td>
</tr>
<tr>
<td>CIM-Att-STL [21]</td>
<td>64.5</td>
</tr>
<tr>
<td>(A + L)</td>
<td></td>
</tr>
<tr>
<td>CIM-Att-STL [21]</td>
<td>-</td>
</tr>
<tr>
<td>M-ELMo+NN</td>
<td>66.0</td>
</tr>
</tbody>
</table>

Modalities: acoustic (A), lexical (L), visual (V). Note that chance is 50%.
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