
I. Introduction 
ords and natural language play a central role in 
how we describe and understand emotions. One 

can learn about emotions first-hand by observing 
physiological or behavioral data, but to communi-

cate emotional information to others who are not first-hand 
observers, one must use natural language descriptions to com-
municate the emotional information. The field of 
affective computing deals with creating computer 
systems that can recognize and understand human 
emotions. To realize the goals of affective comput-
ing, it is necessary not only to recognize and 
model emotional behavior, but also to understand 
the language that is used to describe such emo-
tional behavior. For example, a computer system 
that recognizes a user’s emotion from speech 
should not only recognize the user’s emotion from 
expressive speech acoustics, but also understand 
when the user says “I am beginning to feel X,” 
where “X” is a variable representing some emotion 
word or description. The ability to understand 
descriptions of emotions is important not only for 
human-computer interaction, but also in delibera-
tive decision making activities where deriving 
behavioral analytics is based on natural language 
(for example, in mental health assessments). Such 
analytics often rely on abstract scales that are 
defined in terms of natural language.

This paper looks at the problem of creating a 
computational model for the conceptual meaning 
of words used to name and describe emotions. To 
do this, we represent the meaning of emotion 
words as interval type-2 fuzzy sets (IT2 FSs) that 

constrain an abstract emotion space. We present two models 
that represent different views of what this emotion space might 
be like. The first model consists of the Cartesian product of the 
abstract scales of valence, activation, and dominance. These 
scales have been postulated to represent the conceptual mean-
ing of emotion words [1]. The second model is based on scales 
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Abstract—This paper presents two models that use interval type-2 fuzzy sets (IT2 FSs) for representing the 
meaning of words that refer to emotions. In the first model, the meaning of an emotion word is represented 
by IT2 FSs on valence, activation, and dominance scales. In the second model, the meaning of an emotion 
word is represented by answers to an open-ended set of questions from the game of Emotion Twenty 
Questions (EMO20Q). The notion of meaning in the two proposed models is made explicit using the  
Fregean framework of extensional and intensional components of meaning. Inter- and intra-subject uncer-
tainty is captured by using IT2 FSs learned from interval approach surveys. Similarity and subsethood oper-
ators are used for comparing the meaning of pairs of words. For the first model, we apply similarity and 
subsethood operators for the task of translating one emotional vocabulary, represented as a computing with 
words (CWW) codebook, to another. This act of translation is shown to be an example of CWW that is 
extended to use the three scales of valence, activation, and dominance to represent a single variable. We 
experimentally evaluate the use of the first model for translations and mappings between vocabularies. 
Accuracy is high when using a small emotion vocabulary as an output, but performance decreases when the 
output vocabulary is larger. The second model was devised to deal with larger emotion vocabularies, but 
presents interesting technical challenges in that the set of scales underlying two different emotion words 
may not be the same. We evaluate the second model by comparing it with results from a single-slider survey. 
We discuss the theoretical insights that the two models allow and the advantages and disadvantages of each.

derived from answers to yes/no questions, where each scale can 
be seen as the truth value of a proposition. In each model, the 
meaning of an emotion word is represented as a fuzzy set in an 
emotion space, but the two models represent different theoreti-
cal organizations of emotion concepts. In the first, a spatial 
metaphor is used to organize emotion concepts on valence, 

activation, and dominance scales. In the second model, emotion 
concepts are represented as lists of propositions and associated 
truth values.

In both models, the algebraic properties of fuzzy sets can be 
used as a computational model for the meaning of an emotion 
word. We outline the properties of these models and describe 

the methodology that estimates the fuzzy set 
shape parameters from data collected in interval 
approach surveys [2], [3]. In an interval approach 
survey, subjects rate words on abstract scales, but 
instead of picking a single value on the scales (as 
in a Likert scale survey), users select interval 
ranges on these scales. In the two models we 
present, the survey results are aggregated into 
fuzzy sets for words in an emotion vocabulary. 
The fuzzy set representation allows one to com-
pute logical relations among these emotion 
words. By using the relations of similarity and 
subsethood as measures of mappings between 
items of two vocabularies, one can translate 
between these vocabularies. This allows us to use 
our first model for several applications that 
involve mapping between vocabularies of emo-
tion words: converting emotion labels from one 
codebook to another, both when the codebooks 
are in the same language (for example, when 
using different emotion annotation schemes) and 
when they are in different languages, such as 
when translating emotion words from one lan-
guage to another (here, Spanish and English). 
These applications show one way our proposed 
model may be used and provide experimental 
evidence by which we can evaluate the model. 
For evaluation of the first model, we compare the 
translation applications with human performance 
in these tasks as a benchmark.
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Our results show that performance of the first model 
decreases when the vocabulary size gets larger, which indicates 
that a three-scale representation for emotions is ideal only for 
small vocabularies. To address this limitation, our second model 
uses inspiration from the game of twenty questions, where 
players can identify a large set of objects using question-asking. 
Because people’s beliefs about emotions can be subjective, 
many of the answers to questions about emotions are vague 
and can be represented as fuzzy sets. For evaluation of this 
model, we test the estimated IT2 FS on data from different 
subjects who took a single-value survey by finding the mem-
bership of these points in the estimated IT2 FS.

Other research has presented related methodologies–using 
fuzzy logic for affective computing, emotion lexical resource 
development, and representing emotions using valence, activa-
tion, and dominance dimensions. We will commence by 
describing some of these works and the novelties that will be 
introduced by our paper.

There are many examples where fuzzy logic has been 
applied to the task of recognizing and representing observed 
emotional behavior. [4] gives an example where fuzzy logic is 
applied to multimodal emotion recognition. Other examples 
of fuzzy logic in emotion recognition are [5]–[7], which use 
fuzzy logic rules to map acoustic features to a dimensional 
representation in valence, activation, and dominance. [8] uses 
an IT2 FS model for emotion recognition from facial expres-
sions. The model of [9] uses fuzzy logic for emotional behav-
ior generation.

Another related trend of research is the development of 
lexical resources. Our work can be seen as a lexical resource 
framework like the Dictionary of Affective Language (DAL) 
[10]. In this work, 8745 common English words were evalu-
ated for valence and activation (as well as a third dimension, 
imagery). The methodology for collecting the data in this 
paper was similar to our survey in presenting subjects with 
words as stimuli, but in the DAL the values of each word’s 
dimensions are the mean across all subjects, so there is no esti-
mate of the intra-subject variation. Also, compared with the 
DAL, we focus on words that are names of emotions, rather 
than words that might have emotional connotation. As such, 
our approach is more geared toward analyzing the meaning of 
short utterances explicitly referring to emotions, which we call 
natural language descriptions of emotion [11], while the dictionary 
of affect would be more appropriate for characterizing the 
emotional tone at the document-level. Another related 
research trend outside the domain of affective computing is 
the study of linguistic description of signals [12], [13], which 
aims to associate words with the signals they describe.

One of the contrastive traits of this 
research is that we try to use the dimensional 
approach and fuzzy logic to model emotion 
concepts used in natural language descriptions 
of emotions [11], rather than characterizing 
data from emotional human behavior [14], 
[4]–[7]. Focusing on the conceptual meaning 

of emotion words allows us to consider cases where emotion is 
communicated through linguistic meaning, as opposed to para-
linguistics or body language. The dimensional approach has 
been used to both describe emotional data and emotion con-
cepts but more often than not this distinction is not made clear. 
By describing our model of the meaning of emotion words in 
terminology established by the philosophy of language, we 
hope to clarify this issue. Furthermore, by rigorously defining 
the idea of an emotional variable and operations on such vari-
ables in terms of fuzzy logic, we can establish general relations 
such as similarity and subsethood that can be applied even if 
the underlying representation of valence, activation, and domi-
nance is changed. Another contrast between this work and 
other research using fuzzy logic to represent emotional dimen-
sions is that we use IT2 FSs [15] and the interval approach [3]. 
This allows our model to account for both inter- and intra-
subject variability. Compared with the earlier developments of 
[16]–[18], this paper offers a more detailed description of the 
theoretical framework and analysis of experimental results by 
incorporating subsethood and applying newer developments to 
the interval approach [19] (Section III-D). This paper also 
extends these results by proposing a second model to deal with 
larger emotion vocabularies (Section IV-C).

By constraining our focus to a conceptual level, we focus on 
input/output relations whose objects are words, rather than 
observations of stimuli and behavior. As such, this work can be 
seen as an instance of Computing with Words (CWW) [20], 
[21], [22]. CWW is a paradigm that considers words as the 
input and output objects of computation. Perceptual comput-
ing [23], [24] is an implementation of the CWW paradigm that 
we draw upon in this work.

The rest of the paper is organized as follows. In Section II, 
we describe what we mean by the “meaning” of emotion 
words. This is an important topic on its own, but we give an 
introduction that we deem sufficient for the purposes of this 
article. In Section III, we describe the fuzzy logic framework 
and the proposed computational models for emotion words. In 
Section IV, we describe the experimental implementation and 
testing of the models. The results are presented in Section V. We 
discuss advantages and disadvantages of these models in Section 
VI conclude in Section VII.

II. The Meaning of Meaning
What does it mean to say that our model represents the mean-
ing of emotion words? We believe this is an important question 
and therefore we will briefly discuss meaning in general in Sec-
tion II-A and then explain how it relates to the meaning of 
emotion words in Section II-B.

Focusing on the conceptual meaning of emotion 
words allows us to consider cases where emotion is 
communicated through linguistic meaning, as opposed 
to paralinguistics or body language.
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A. Meaning in General
In an influential paper around the end of the 19th century, the 
philosopher of language Gottlob Frege described two compo-
nents of meaning: extension and intension [25]. The extensional 
component of meaning is a mapping from words to things in 
the world, whereas the intensional meaning is a mapping from 
words to concepts. The stereotypical example of this is illus-
trated by the terms “morning star,” “evening star,” and “Venus.” 
The extensional meaning of these three terms is the same, 
namely the second planet in the solar system. However, the 
intensional meaning of these three terms is different, which 
explains why the three terms cannot be freely substituted in an 
arbitrary sentence without changing the meaning of the sen-
tence. In this paper, we focus on the meaning of individual 
words, but we touch upon the topic of the meaning of phrases 
in the second model.

Although the notion of extension and intension are most 
frequently associated with the field of philosophy of language, 
the idea can also be described in mathematical terms [26]. 
One can think of the extension of a function as a set of 
ordered pairs, where the first item of the pair is an input to 
the function and the second item in the pair is the corre-
sponding output. The intensions of a function are described 
by their symbolic or algorithmic representations. Therefore 
we can have “ f x x2=^ h ” or “ ( )f x x x)= ” as intensions of 
the extensional set of pairs “ , , ,, , ,1 1 2 4 3 9 f.” Extension 
and intension have been formally described in the study of 
formal concept analysis [27].

We believe that by defining meaning in this way, we can 
describe our model more precisely. Without explicitly describ-
ing “meaning,” whether in terms of extension and intension or 
otherwise, this important concept tends to get blurred. 
Although, this topic is complex, the intuition behind it is rather 
simple: similar, intuitive distinctions along the lines of intension 
and extension are common. Extension-related terms include: 
referent, percept, object, empirical data, Aristotelian world view, 
or stimulus meaning. Intension-related terms include: signified, 
concept, subject, knowledge structure, schema, Platonic world 
view, or linguistic meaning. The process of understanding a 
word is a mapping, or interpretation, from the word itself to the 
word’s meaning, whether it be intensional or extensional. We 
argue that, when understanding natural language in the absence 
of first-hand, perceptual evidence, people refer to intensional 
meaning rather than extensional meaning. It is intensional 
meaning that we focus on in this paper.

B. The Meaning of Emotion Words
According to the definition of meaning described above, the 
extensional meaning of an emotion word is the set of human 
behaviors and states of the world that the word refers to. The 
intensional meaning of an emotion word is the concept that 
people have when using it to communicate. Although most 
other examples of emotion research do not make an explicit 
distinction between intensional and extensional meaning, it 
seems that many tend towards extensional meaning, especially 

those that deal with the analysis of emotional data that has 
been annotated with emotional labels. In this view, the exten-
sional meaning of an emotion word used as an annotation label 
refers to the set of all data to which it has been applied. The 
focus on intensional meaning in this work therefore can be 
seen as one of its distinguishing features, though it could be 
said that machine learning that generalizes from training data is 
in fact a way to infer intentional meaning.

The question then arises about the form of this inten-
sional meaning, in particular, how we can simulate this sub-
jective form of meaning, with respect to emotion words, in a 
computer. The two computational models we describe mirror 
two different theoretical views of intensional meaning. One 
view seeks to represent the intensional meaning of emotion 
words as points or regions of an abstract, low-dimensional 
semantic space of valence, activation, and dominance. The 
other view seeks to represent the intensional meaning of 
emotion words in relation to other propositions. This latter 
perspective is exemplified in the Emotion Twenty Question 
(EMO20Q) game. EMO20Q is played like the normal 
twenty questions guessing game except that the objects to be 
guessed are emotions. One player, the answerer, picks an 
emotion word and the other player, the questioner, tries to 
guess the emotion word by asking twenty or fewer yes-no 
questions. Each question can be seen as a proposition about 
the emotion word, which prompts an answer that ranges on a 
scale from assent to dissent.

Scale-based models of emotion have an interesting history 
that goes back to Spearman’s attempts to measure general 
intelligence using factor analysis. At first Spearman hypothe-
sized that there was one underlying scale that could represent 
a person’s intelligence, but later it came to be realized that 
intelligence was a complex concept that required multiple 
scales. Factor analysis was the method used to isolate these 
scales, and in turn factor analysis was used in the pioneering 
work [28] that first identified valence, activation, and domi-
nance as factors in the connotative meanings of words. In 
[28], psychologists, aided by one of the early computers, con-
ducted semantic differential surveys that tried to measure the 
meaning of words on Likert scales whose endpoints were 
defined by thesaurus antonyms. Valence, activation, and domi-
nance were identified as interpretations of the factors that 
were encountered. Some of the early applications of this 
emotional model to language are [29], [1], [30], [10]. The pic-
torial representation of these dimensions, which we use in the 
interval surveys, was developed by [31]. It should be noted 
that the valence, dominance, and activation representation is 
merely a model for emotional meaning and these scales most 
likely do not exhaustively describe all emotional concepts. In 
[32] it is argued that four dimensions are required; “unpre-
dictability” in addition to the three scales we use. The 
approach we advocate here is based on an algebraic model 
that is generalizable to any scales. Our choice of the three 
scales for this model was motivated by their wide usage and 
to balance theoretical and practical concerns.
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The second model we propose takes a different perspective. 
Rather than having theoretically motivated scales for various 
characteristics of emotions, the second model aims to represent 
the intentional meaning of emotion words in terms of natural 
language propositions that can be assented to or dissented 
from. This view could also be construed as an abstract scale of 
truth with respect to various propositions (which has been 
considered in the study of veristic fuzzy sets [33]–[35]), but we 
see this view as qualitatively different from the first model. The 
reason why we see the propositional model as different from 
the scale-based model is that, first, the number of propositions 
about emotions will generally be larger than the number of 
emotion words, whereas in the case of the scale-based repre-
sentation the number of scalar dimensions will be smaller than 
the emotion vocabulary size. Another reason that the proposi-
tional model can be considered qualitatively different than the 
scale-based model is that propositions can be verbally (or 
orthographically) expressed as linguistic stimuli, whereas 
abstract scales carry more cognitive implications and are lan-
guage independent. Some questions from EMO20Q closely 
correspond to the scales in the first model, e.g., “is it positive?” 
is similar to valence, “is it a strong emotion?” is similar to acti-
vation, and “is it related to another person?” hints at domi-
nance. However, model 2 contains many questions  
that are very specific, such as “would you feel this emotion on 
your birthday?”.

The models we propose can be seen as an algebraic repre-
sentation where theoretical entities like emotion concepts are 
considered virtual objects [36] with abstract scales. In this view, 
a collection of scales that describe an object can be seen as a 
suite of congruence relations. Recall that a congruence relation / 
(mod P ) is an equivalence relation that holds given some 
property or function P. A suite of congruence relations is a 
bundle of equivalence relations : i Ii d+" ,, again, given some 
property P. In both of the models we present, P are fuzzy sets 
in an emotion space. In the case of the first model we present, 
I is a set which can contain valence, activation, and/or domi-
nance. In the case of the second model, I is a set of proposi-
tions derived from the EMO20Q game [37]–[40]. For exam-
ple, for the statement that “f  makes you smile,” we can say that 
happy and amused are congruent given this statement about 
smiling behavior. In terms of the scales, the equivalence rela-
tions on each scale divide the scale space into equivalence 
classes. In the next section, we describe this space of emotions 
in more detail.

III. IT2 FS Model for the Meaning  
of Emotion Words

A. Emotion Space  
and Emotional Variables
Let E be an emotion space, an abstract space 
of possible emotions (this will be 
explained later in terms of valence, activa-
tion, and dominance, but for the time 
being we will remain agnostic about the 

underlying representation). An emotion variable f  represents an 
arbitrary region in this emotion space, i.e., E1f , with the 
subset symbol 1 used instead of set membership !^ h because 
we wish to represent regions in this emotion space in addi-
tion to single points.

The intensional meaning of an emotion word can be repre-
sented by a region of the emotion space that is associated with 
that word. An emotion codebook , evalC WC C=^ h is a set of words 
WC  and a function evalC  that maps words of WC  to their corre-
sponding region in the emotion space, evalC : .W EC "  Thus, an 
emotion codebook can be seen as a dictionary for looking up the 
meaning of words in a vocabulary. Words in an emotion code-
book can also be seen as constant emotion variables. The region 
of the emotion space that evalC  maps words to is determined by 
interval surveys, as described in Section III-D.

We consider two basic relations on emotion variables: simi-
larity and subsethood. Similarity, sm : ,E E#  is a binary equiv-
alence relation between two emotion variables (we will see that 
the fuzzy logic interpretation of similarity will actually be a 
function, sm : , ,E E 0 1"# 6 @  which measures the amount of 
similarity between the variables rather than being true or false). 
Subsethood, ss : ,E E#  is a binary relation between two emo-
tion variables that is true if the first variable of the relation is 
contained in the second. Like similarity, the fuzzy logic inter-
pretation of subsethood is a value between zero and one. Fur-
ther details are provided in Section III-C, where we will define 
the fuzzy logic interpretation of these relations.

Finally, a translation is a mapping from the words of  
one vocabulary to another, as determined by the corre-
sponding codebooks:

	 translate :W C C W1 1 2 2"# # ,� (1)

which is displayed schematically in Figure 1. This can be 
decomposed by thinking of C C1 2#  as a similarity or subset-
hood matrix, which is denoted as the CWW engine in the 
figure. Translation can be seen as selecting the word from the 
output language w Woutput 2!  such that the similarity or subs-
ethood is maximized for a given .w Winput 1!  In the case of 
similarity, the translation output is

	 sm eval ,evalarg maxw w woutput input
w W

C C2
2 2

2 1=
!

^ ^^ h hh,� (2)

where the argmax functions as the decoder in Figure 1. The 
formulation of similarity and subsethood in terms of IT2 FSs 

Word in
Language 1

Word in
Language 2

Perceptual Computer for Translation

Fuzzy
Sets

Fuzzy
Sets

Encoder Decoder
Computing with
Words (CWW)

Engine

Figure 1 Translation as a perceptual computer.
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will be described in Section III-C and we will empirically 
evaluate the use of similarity and subsethood for use in transla-
tion in Section V.

B. Fuzzy Logic and Emotion Concepts
In Section III-A, the definition of an emotion space E fol-
lowed a traditional set theoretic formulation. Traditional, non-
fuzzy sets have crisp boundaries, which means that we can 
precisely determine whether a region in the emotion space is 
a member of any given set representing an emotion word. 
However, this seems to contradict the intuition and evidence 
that emotion concepts are somewhat vague and not precisely 
defined sets [41]. There are several sources of uncertainty that 
theoretically preclude precise set boundaries in either of the 
two models we present. There is modeling uncertainty because 
a computational model is necessarily an approximation of 
human thought processes. There is measurement uncertainty 
because the precision on these scales may be limited by per-
ceptual processes of mapping sensory data to concepts and in 
distinguishing between concepts. Finally, there is uncertainty 
due to inter- and intra-subject variation. Postulating a blurred 
boundary between emotion concepts leads us to use fuzzy 
logic, in particular IT2 FSs.

If we deem that emotion concepts can be represented as 
fuzzy sets in either of these two models, then how do we 
determine the shapes of sets in this space? As we describe later 
in Section III-D, we use the interval approach survey method-
ology. One can think of a Likert type of survey where the 
scales represents valence, activation, and dominance and then 
query users with emotion words as stimuli; however, subjects 
may be unsure about picking a specific point on the scale due 
to vagueness in the meaning of emotion words, especially 
broadly defined emotion words like those typically used as pri-
mary emotions. To deal with this intra-subject uncertainty, we 
turn to interval surveys and IT2 FSs.

Just as type-1 fuzzy sets extend classical sets by postulating 
set membership grade to be a point in [0,1], type-2 fuzzy sets 
further extend this generalization by defining a membership 
function’s membership grade at a given point in the domain 
to be a distribution in [0,1] rather than a single point, which 
allows for uncertainty in the membership grade [42]. The 
rationale for type-2 fuzzy logic is that even if a membership 
function takes a value between 0 and 1, there is still no 
uncertainty being represented because the membership  
value is a fixed point. What is represented by type-1 fuzzy sets 
is partial membership, not uncertainty. Whenever there is 
uncertainty, type-2 fuzzy logic is motivated on theoretical 
grounds [21]. The region of uncertainty in the membership 
grade with respect to the domain is known as the footprint  
of uncertainty.

While general type-2 fuzzy logic systems account for 
uncertainty, they are more conceptually and computationally 
complex, and methods to estimate them directly from human 
input are still ongoing areas of research [43]. IT2 FSs use inter-
vals to capture uncertainty of the membership grade [15]. 

Instead of an arbitrary distribution in [0, 1] as is the case for 
general type-2 fuzzy sets, IT2 FSs use an interval [l, u] in [0,1] 
to represent an area of uniform uncertainty in the membership 
function’s value, where l u0 1# # #  are the lower and upper 
bounds of the uncertainty interval, respectively. IT2 FSs can be 
regarded as a first-order representation of uncertainty because 
they are the simplest type of fuzzy set that will account for 
uncertainty in the membership function. Also, as will be dis-
cussed in Section III-D, there is a method for constructing IT2 
FSs from human input, which makes the use of IT2 FSs practi-
cal for human-computer interaction.

IT2 FSs have been widely used because they approximate 
the capability to represent the uncertainty of general type-2 
fuzzy set models while still using many of the same tech-
niques used for type-1 fuzzy sets. IT2 FSs can be represented 
as two type-1 membership functions: an upper membership 
function, which defines the upper bound of membership, and 
a lower membership function, which represents the lower 
bound on membership. When these coincide, the IT2 FS 
reduces to a type-1 fuzzy set [44], [45]. If the difference 
between the upper and lower membership function is wide, 
this means that we have much uncertainty about the mem-
bership grade.

An example of an interval type-2 membership function 
can be seen in Fig. 2. The area between the upper and lower 
membership functions is the footprint of uncertainty. In this 
paper, as an engineering decision we have restricted ourselves 
to trapezoidal membership functions, which can be specified 
in a concise way using a 5-tuple (a, b, c, d, e). The first number 
of the tuple, a, represents the x-value of the left side point of 
the base of the trapezoid, b represents the x-value of the left 
side point of the top of the trapezoid, c represents the x-value 
of the right side point of the top of the trapezoid, d represents 
the x-value of the right side point of the base of the trape-
zoid, and e represents the height of the trapezoid (i.e., the 
y-value of the top of the trapezoid). Since IT2 FSs consist of 

1

0
a

d

e’

b

c

a’
b’
c’
d’

Figure 2 Example of a trapezoidal interval type-2 membership func-
tion (IT2 MF). A normalized trapezoidal IT2 MF can be specified with 
nine parameters, (a, b, c, d, a’, b’, c’, d’, e’). The trapezoidal height of 
the upper membership function (e), can be omitted in normalized 
IT2 FSs because it is always equal to 1.
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an upper and lower membership function, they can be repre-
sented as a 10-tuple. However, in the case of normalized 
interval type-2 membership functions, those whose upper 
membership function reaches 1, we can leave out the height 
of the upper membership function and specify the fuzzy set 
as a 9-tuple consisting of a 4-tuple for the upper membership 
function with the fifth value assumed to equal be 1, and a 
5-tuple for the lower membership function (we must include 
the fifth value, é  as described above, because in general the 
height of the lower membership function can be anywhere 
between 0 and 1).

C. Similarity and Subsethood
Similarity and subsethood form important parts of our model 
of emotions.

The notion of similarity allows us to indicate that some 
pairs of emotion concepts are more or less similar. For example, 
we would say that angry is more similar to frustration than it is 
to happiness. When we make this judgment, we do not explic-
itly consider specific experiential examples of angry, frustrated, 
and happy data. Rather, we argue that one can make similarity 
judgments based on a mental representations of emotions. Two 
people could have disjoint sets of formative emotional stimuli, 
but still largely agree on the emotion concepts which form the 
intensional meaning of emotion words. In the fuzzy logic 
interpretation, similarity ranges from 0 to 1, where 1 is equality 
of two membership functions, and 0 indicates that the mem-
bership functions have no overlap.

The notion of subsethood allows us to capture that 
some general emotions might encompass other emotions. 
For example, “amused” might be a subset of “happy.” The 
notion of subsethood is defined for traditional sets as being 
a Boolean value, but for fuzzy sets it takes a value between 
0 and 1.

Similarity and subsethood are closely related. For clarity, we 
present the definitions of similarity and subsethood in terms of 
crisp sets, then type-1 and type-2 fuzzy sets. The definitions of 
the fuzzy set similarity and subsethood follow naturally from 
crisp sets.

The general form of similarity is based on the Jaccard 
Index, which states that the similarity of two sets is the cardi-
nality of the intersection divided by the cardinality of the 
union, i.e.,

	 sm ,A B
A B
A B

J
,

+
=^ h .� (3)

For fuzzy sets, the set operations of intersection and union  
(j and k) are realized by the min and max functions and the 
cardinality operator (| |) is realized by summing along the 
domain of the variable. Thus for type-1 fuzzy sets,
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For IT2 FSs, the right hand side of this equation becomes
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where xn^ h and xn^ h are the upper and lower membership 
functions, respectively. The formulas for similarity are symmetric 
sm , sm ,A B B AJ J=^ ^^ h hh and reflexive sm ,A A 1J =^^ h h [23].

We also examined a different, earlier similarity method 
called the Vector Similarity Method (VSM) [46]. This method 
was used in earlier experiments [16], so we tested it in addition 
to the newer Jaccard-based method. The VSM uses intuition 
that similarity of a fuzzy set is based on two notions: similarity 
of shape and similarity of proximity. Thus, the similarity of two 
fuzzy sets can be seen as a two element vector: ss ,A BV =^ h  
ss , , ss , .A B A Bshape proximity

T^ ^^ h hh  The similarity measure of 
proximity is based on the Euclidean distance between the fuzzy 
set centroids. The similarity measure of shape is based on the 
Jaccard similarity between the two fuzzy sets once their cen-
troids have been aligned. To convert the vector similarity to a 
single scalar, the product of ssshape  and ssproximity  is taken.

The subsethood measure is closely related to similarity and 
is based on Kosko’s subsethood [47] for type-1 fuzzy sets. The 
measure of subsethood of a set A in another set B is defined as:
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As with the similarity metric, when the set and cardinality opera-
tors are replaced by their fuzzy logic realizations, one obtains
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for the case of type-1 fuzzy sets and for type-2 fuzzy sets the 
right hand side of the equation becomes
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As opposed to similarity, subsethood is asymmetrical, i.e., 
ss , ss , .A B B AK K!^ ^h h

These equations give the similarity and subsethood mea-
sures for fuzzy variables of one dimension. To aggregate the 
similarity of the three dimensions of valence, activation, and 
dominance, we tr ied several methods: averaging the  
similar ity of the individual dimensions ,sm A Bavg =^ h  

/ sm , ,A B1 3
Val.,Act.,Dom. i i ii!

^ h" ,/  taking the product of the 
similar ity of the individual dimensions ,sm A Bprod =^ h

sm , ,A B
Val.,Act.,Dom. i i ii!

^ h" ,%  and taking the linguistic weighted 
average [48] , sm , /sm A B A B w

Val.,Act.,Dom.lwa i i i ii
=

!
^ ^h h" ,/  

.w
Val.,Act.,Dom ii! " ,/  The results of these different choices are 

described in Section V.
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D. Interval Surveys Using the Interval Approach
To estimate the interval type 2 fuzzy sets over the valence, 
activation, and dominance scales, we used the interval 
approach [2], [3]. This survey methodology uses a Likert-like 
scale but the subjects select interval ranges instead of single 
numbers on the scale, which results in IT2 FSs. One of the 
novelties of our work that adds to [2], [3] is that we look at 
modeling a phenomenon where the underlying variable is 
composed of multiple scales: three separate scales (valence, 
activation, and dominance) in the case of our first model, and 
an open-ended number of scales in our second model.

The interval approach assumes that most people will be able 
to describe words on a scale, similar to a Likert scale. However, 
while the Likert scale approach allows the subject to choose 
only a single point on the scale, the interval approach allows 
the subject to select an interval that encloses the range on the 
scale that the word applies to. Thus, while a Likert scale can 
capture direction and intensity on a scale, the interval approach 
also captures uncertainty. This uncertainty that an individual 
user has about a word can be thought of as intra-user uncer-
tainty. The user does not need to know about the details of 
interval type-2 fuzzy logic; they can indicate their uncertainty 
as an interval which is then aggregated into 
IT2 FSs by the interval approach, which 
represent inter-user uncertainty.

After collecting a set of intervals from 
an interval approach survey, the interval 
approach estimates an IT2 FS that takes 
into account the collective uncertainty of 
a group of subjects. This type of uncer-
tainty can be thought of as inter-user 
uncertainty. The interval approach consists 
of a series of steps to learn the fuzzy sets 
from the survey data which can broadly be 
grouped into the data part and the fuzzy 
set part. The data part takes the survey 
data, preprocesses it, and computes statis-
tics for it. The fuzzy set part creates type-1 
fuzzy sets for each subject, and then aggre-
gates them with the union operation to 
form IT2 FSs. A new version of the inter-
val approach, the enhanced interval 
approach, was proposed in [19]. This 
enhancement aims to produce tighter 
membership functions by placing new 
constraints on the overlapping of subject-
specific membership functions in the rea-
sonable interval processing stage. We tested 
this method as well as the original interval 
approach and found that the enhanced 
interval approach did in fact yield tighter 
membership functions, but that this did 
not necessarily improve the overall perfor-
mance measures when compared with the 
original method (c.f. Section VI).

IV. Methodology
This section describes the experimental methodologies that 
were used to create the two models for emotion codebooks. 
In the first, we use an interval approach survey for emotion 
words and we adapt the CWW paradigm to account for 
3-dimensional fuzzy scales, specifically, by implementing simi-
larity and subsethood measures for fuzzy sets that have 3 
dimensions. In the case of the second model, the interval sur-
vey is separate from the elicitation of emotional information. 
The emotional information is collected from the EMO20Q 
game and thereafter the fuzzy sets are calculated from the 
answers to the questions in the game.

A. Emotion Vocabularies
In our experiments, we examined four different emotion 
vocabularies. The first vocabulary consisted of seven emotion 
category words: angry, disgusted, fearful, happy, neutral, sad, and 
surprised. These are commonly used emotion categories used 
for labeling emotional data. We refer to this vocabulary as 
Emotion Category Words. These emotions are posited to be 
basic in that they are reliably distinguishable from facial 
expressions [49].

Table 1 Similarity between words of the Blog Moods vocabulary and the Emotion 
Category Word vocabulary.

Angry Disgusted Fearful Happy Neutral Sad Surprised

Amused
Tired
Cheerful
Bored
Accomplished
Sleepy
Content
Excited
Contemplative
Blah
Awake
Calm
Bouncy
Chipper
Annoyed
Confused
Busy
Sick
Anxious
Exhausted
Depressed
Curious
Drained
Aggravated
Ecstatic
Blank
Okay
Hungry
Hopeful
Cold
Creative
pissed_off
Good
Thoughtful
Frustrated
Cranky
Stressed

0.004
0.006
0.003
0.015
0.015
0.007
0.005
0.015
0.006
0.014
0.020
0.003
0.009
0.002
0.393
0.026
0.068
0.008
0.207
0.015
0.008
0.038
0.009
0.578
0.000
0.006
0.016
0.084
0.009
0.005
0.027
0.383
0.004
0.005
0.186
0.325
0.288

0.003
0.003
0.003
0.012
0.013
0.005
0.004
0.017
0.004
0.010
0.017
0.002
0.012
0.002
0.380
0.020
0.079
0.004
0.181
0.011
0.005
0.042
0.007
0.618
0.000
0.004
0.013
0.082
0.007
0.003
0.037
0.363
0.003
0.003
0.233
0.351
0.304

0.005
0.034
0.003
0.075
0.008
0.018
0.007
0.006
0.012
0.049
0.016
0.011
0.002
0.001
0.080
0.064
0.049
0.032
0.091
0.048
0.050
0.014
0.039
0.114
0.000
0.017
0.035
0.029
0.007
0.026
0.007
0.052
0.004
0.004
0.068
0.099
0.158

0.060
0.001
0.109
0.004
0.151
0.009
0.044
0.255
0.006
0.005
0.061
0.007
0.361
0.066
0.041
0.014
0.111
0.001
0.028
0.003
0.001
0.203
0.002
0.047
0.108
0.005
0.017
0.045
0.047
0.001
0.524
0.016
0.067
0.011
0.022
0.045
0.044

0.004
0.038
0.001
0.064
0.006
0.172
0.015
0.002
0.161
0.166
0.015
0.137
0.000
0.002
0.002
0.046
0.013
0.023
0.003
0.046
0.015
0.011
0.061
0.002
0.000
0.133
0.076
0.013
0.010
0.047
0.001
0.000
0.005
0.079
0.001
0.002
0.003

0.005
0.196
0.002
0.335
0.008
0.128
0.012
0.002
0.075
0.359
0.014
0.069
0.001
0.003
0.023
0.170
0.012
0.204
0.025
0.298
0.218
0.006
0.280
0.020
0.000
0.137
0.057
0.034
0.009
0.123
0.002
0.008
0.006
0.029
0.012
0.022
0.026

0.053
0.001
0.088
0.004
0.139
0.010
0.040
0.213
0.007
0.007
0.068
0.008
0.311
0.059
0.076
0.017
0.116
0.001
0.038
0.004
0.001
0.176
0.003
0.087
0.117
0.006
0.020
0.052
0.050
0.002
0.462
0.035
0.060
0.012
0.030
0.060
0.053
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The second vocabulary consisted of 40 words taken from 
the top 40 emotion mood labels used by the bloggers of Live-
Journal (this blogging site lets users label each post with a 
mood label, which has been used as an annotated corpus for 
studying emotional text [50]). The words in this vocabulary are: 
accomplished, aggravated, amused, angry, annoyed, anxious, awake, 
blah, blank, bored, bouncy, calm, cheerful, chipper, cold, confused, con-
templative, content, cranky, crazy, creative, curious, depressed, disgusted, 
drained, ecstatic, excited, exhausted, fearful, frustrated, good, happy, 
hopeful, hungry, neutral, okay, pissed off, sad, sick, sleepy, stressed, 
thoughtful, and tired. We refer to this vocabulary as Blog Moods.

The third vocabulary was a list of 30 Spanish emotion 
words that was taken from the mental health initiative of a 
Southern California medical service provider. The words in 
the Spanish emotion vocabulary are: aburrido, agobiado, agotado, 
ansioso, apenado, asqueado, asustado, avergonzado, cauteloso, celoso, 
cómodo, confiado, confundido, culpable, deprimido, enamorado, eno-
jado, esperanzado, extático, feliz, frustrado, histérico, malicioso, pas-
mado, rabioso, solitario, sorpredido, sospechoso, timido, and triste (see 
Table 1 in [17] for glosses of these words from a Spanish-
English dictionary). We refer to this vocabulary as Spanish 
Emotion Words.

The fourth vocabulary was elicited from subjects playing 
EMO20Q, both between two humans and also between a 
human and computer with the computer in the questioner 
role. [37], [38], [40]. These data sources resulted in a set of 105 
emotion words.

B. Valence, Activation, and Dominance Model (Model 1)
The data collected from the interval surveys for the first model 
consists of four experiments: three surveys of 32 subjects for 
English and one survey of eight subjects for Spanish. All surveys 
had a similar structure. First, the surveys gave the subject 
instructions. Then the surveys sequentially presented the sub-
ject with emotion words, which we will refer to as the stimuli, 
one word per page. For each stimulus there were sliders for 
each of the three emotion dimensions. The sliders had two 
handles, which allowed the subjects to select the lower and 
upper points of ranges. The range of the sliders was 0–10. The 
maximum range allowed was 10 and the minimum range was 1 
because the steps were integer values and the implementation 
imposed a constraint that the upper and lower endpoints could 
not be the same. Above each scale was a pictorial representa-
tions known as a self-assessment manikin [31] that aimed to illus-
trate the scale non-verbally.

The overall structure of the Spanish survey was the same as 
the English one, but special care was required for the translation 
of the instructions and user interface elements. The first version 
of the translation was done by a proficient second-language 
Spanish speaker and later versions were corrected by native 
Spanish speakers. The subjects of the surveys were native speak-
ers of Spanish with Mexican and Spanish backgrounds.

In the surveys, each subject was presented with a series of 
randomized stimuli from one of the emotion vocabularies. The 
description of the stimuli regimen and other implementation 

details for the experiments can be found in [16] for English 
and [17] for Spanish. Links to the surveys can be found at 
http://sail.usc.edu/~kazemzad/emotion_in_text_cgi/.

One final issue was deciding whether similarity or subset-
hood was best for our task and how to aggregate these met-
rics for three dimensions. Both similarity and subsethood can 
be used as an objective function to be maximized by transla-
tion. [23, Chapter 4] recommends using subsethood when the 
output is a classification and similarity if the input and output 
vocabularies are the same, but it was not immediately clear 
what would be preferable for our tasks, so we tested the dif-
ferent methods empirically. Also, since this is one of the first 
studies that uses fuzzy sets that range over more than one 
dimension, we tested several ways of combining the similari-
ties and subsethoods of the individual scales using the average, 
product, and linguistic weighted average as described in Sec-
tion III-C. We also tried leaving dominance out as it is a dis-
tinguishing feature in only a few cases.

The mapping from one vocabulary to another is done by 
choosing the word from the output vocabulary that has the 
highest similarity or subsethood with the input word. Here, 
similarity and subsethood are the aggregated scalewise similari-
ties and subsethoods for valence, activation, and dominance.

We examined several different mappings. In [16], we exam-
ined mapping from the blog mood vocabulary to the more 
controlled categorical emotion vocabulary, which simulates 
the task of mapping from a large, noisy vocabulary to a more 
controlled one. In this paper, we use mapping tasks that 
involved translation from Spanish to English to evaluate the 
estimated IT2 FSs.

To empirically evaluate the performance of the mapping, 
we used a human translator to complete a similar mapping 
task. We instructed the translator to choose the best word  
or, if necessary, two words from the output vocabulary  
that matched the input word. A predicted result was consid-
ered correct if it matched one of the output words chosen by 
the evaluator.

We also use multidimensional scaling to visualize the 
derived emotion space. Multidimensional scaling is similar to 
principal component analysis except that it operates on a simi-
larity matrix instead of a data or covariance matrix. Since it 
operates directly on a similarity matrix, it is ideal for visualizing 
the results of aggregating the scale-wise similarities into a single 
similarity matrix.

C. Propositional Model (Model 2)
We devised the second model to address the results obtained 
from model 1, described in Section V, where we found that 
larger vocabulary sizes resulted in lower performance in the 
translation tasks. Our inspiration for the second model was 
that people can guess an object from a large, open-ended set 
by adaptively asking a sequence of questions, as in the game 
of twenty questions. The sequential questioning behavior 
thus motivated our representation and experimental design 
of the EMO20Q. The premiss of EMO20Q is that the 
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Figure 3 Fuzzy answers to yes/no questions obtained by presenting the answer phrase (x-axis labels) to users of Amazon Mechanical Turk, who 
responded by using a slider interface to indicate the truth-degree (y-axis). This plot was based on a single handle slider, in contrast to the interval 
approach surveys, in order to show an overview of the data. The results presented below are for the double handle slider and interval approach analysis.
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twenty questions game is a way to elicit 
human knowledge about emotions and that 
the game can also be used to test the ability 
of computer agents to simulate knowledge 
about emotions. The experimental design of 
the EMO20Q game was proposed in [37] and 
since then we have collected data from over 
100 human-human and over 300 human-
computer EMO20Q games. In this paper we 
focus on follow-up experiments that aim to 
understand the answers in the game in terms 
of fuzzy logic. More information about 
EMO20Q, including demos, code, and data, 
can be found at http://sail.usc.edu/emo20q.

Although the questions asked in the 
EMO20Q game are required to be yes-no 
questions, the answers are not just “yes” or 
“no.” Often the answer contains some expres-
sion of uncertainty. Here we focus on the 
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Figure 4 Example membership functions (MF’s) calculated with the interval approach for 
happy, neutral, angry, and sad emotions. All the membership functions shown here, except 
the valence for neutral, are shoulder MF’s that model the edges of the domain of .n  The 
region between the upper and lower MF’s, the footprint of uncertainty, is shaded. The vari-
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fuzzy logical representation of answers to questions in the 
game. Just as the first model uses valence, activation, and 
dominance scales to represent emotions, the second model 
uses the questions from EMO20Q as scales that can be inter-
preted on axes that range from “yes” to “no.” In this case, the 
interval surveys we performed were not overtly about emo-
tions, but rather to evaluate the answers on the scale from 
“no” to “yes,” which we defined as a domain for fuzzy sets 
that range from 0 to 100.

Using data from EMO20Q games, we collected a set of 
questions and answers about emotions. We sampled a set of 
answers based on frequency of occurrence and how well the 
set covered the space from affirmative to negative answers. We 
also included some control stimuli not observed in the data but 
included to provide insight on how people would interpret 
negation. For example, we included phrase groups like “cer-
tainly,” “not certainly” and “certainly not” that would allow us 
to calibrate how the subjects would interpret phrases that 
might have a logical interpretation. The final set of stimuli con-
sisted of 99 answers. These were presented to subjects along 
with either a single or double handle slider. Below in Figure 3, 
we plot the responses for single sliders, which are easier to visu-
alize than double sliders. In what follows, however, we present 
the double handle slider results, which form the input to the 
interval approach methodology described above.

We conducted the interval approach survey on Amazon 
Mechanical Turk (AMT), an internet marketplace for crowd 
sourcing tasks that can be completed 
online. The survey was conducted in sets 
of 30 stimuli to each of 137 subjects on 
AMT who were ostensibly English speak-
ers from the U.S. The average amount of 
ratings per stimulus was 38.5.

V. Experimental Results
In this section, we present the results of 
experiments that used the two models 
and the survey methodology described in 
Sections III-D, IV-B, and IV-C to esti-
mate fuzzy set membership functions for 
the emotion vocabularies presented in  
Section IV-A, to calculate similarity and 
subsethood between emotion words as 
described in Section III-C, and to map 
between different emotion vocabularies.

A. Valence, Activation,  
and Dominance Model (Model 1)
Examples of the membership functions 
that were calculated for the emotion cat-
egory vocabulary can be seen in Fig. 4. 
The distances between these membership 
functions and those of the blog moods 
vocabulary can be seen in Table 1, as cal-
culated using the product of the individ-

ual scale-wise similarities as the aggregation method. In Fig. 5 
we display the results of calculating a similarity matrix 
between the words of both vocabularies using multidimensional 
scaling (MDS) [51]. MDS is a statistical approach in the same 
family as principal components analysis (PCA) and factor 
analysis. We use MDS in this case because factor analysis has 
unwanted assumptions (namely, a multivariate normal distri-
bution with linear relationships) and because PCA operates on 
feature vectors as opposed to similarity matrices (and also 
assumes linear relationships). We performed MDS on the 
aggregated similarity measurements to qualitatively visualize 
the emotion space as derived from the similarity matrix. The 
result of combining the similarities of the valence, activation, 
and dominance dimensions was slightly different using sum 
versus product aggregation. The sum aggregation produced a 
more spread out distribution of the words in the space 
induced by MDS, while the product aggregation produced a 
space where the emotions are more tightly clustered. This was 
because the product aggregation method was less sensitive to 
small dissimilarities. The multidimensional scaling plot also 
allows one to see which emotions are close and potentially 
confusable. For example, “happy” and “surprised” are very 
close, as are “angry” and “disgusted.” Since mapping between 
vocabularies, like MDS, is done using similarities, this implies 
that these pairs are confusable. Since the components derived 
from MDS are calculated algorithmically, they are not directly 
interpretable as in the case of factor analysis.

Table 2 Similarity between Spanish and English emotion words.

angry disgusted fearful happy neutral sad surprised

aburrido
agobiado
agotado
ansioso
apenado
asqueado
asustado
avergonzado
cauteloso
celoso
cómodo
confiado
confundido
culpable
deprimido
enamorado
enojado
esperanzado
extático
feliz
frustrado
histérico
malicioso
pasmado
rabioso
solitario
sorprendido
sospechoso
timido
triste

0.2284
0.4762
0.2250
0.4579
0.2915
0.5445
0.4610
0.2701
0.0918
0.7396
0.0436
0.2835
0.2488
0.3275
0.2893
0.4371
0.8732
0.0929
0.3140
0.1329
0.6414
0.6522
0.3347
0.3102
0.5416
0.2657
0.3405
0.3026
0.0844
0.3376

0.2335
0.5696
0.2344
0.4748
0.2928
0.5969
0.5324
0.2663
0.0957
0.6880
0.0510
0.3307
0.2531
0.3445
0.2914
0.5611
0.7125
0.0987
0.3108
0.1655
0.7271
0.6566
0.4270
0.3480
0.4616
0.2672
0.3803
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To check the mapping induced by the similarity matrices, 
we show in Table 1 the similarity matrix for the product aggre-
gation of the dimension-wise similarity measures of the 
valence, activation, and dominance scales. The location of  
the maximum of each row (bold) shows the final translation 
from the larger vocabulary (rows) to the smaller vocabulary 
(columns). The most glaring error is that “fearful” is not in the 
range of the mapping from large vocabulary to small vocabu-
lary due to relatively low similarity to any word in the blog 
mood vocabulary. Cases where one would expect to have a 
mapping to “fearful” (e.g., “anxious,” “stressed”) do show ele-

vated similarity to “fearful” but “angry” or “disgusted” are 
higher. The observation that most of the values in the “fearful” 
column are lower than the other columns, we normalized each 
column by its maximum value. Doing this does in fact produce 
the intuitive mapping of “anxious” and “stressed” to “fearful,” 
but also changed other values.

To better quantify the intuitive goodness of the mapping 
from one vocabulary to another, we undertook an evaluation 
based on human performance on the same mapping task. We 
found that at least one of the subject’s choices matched the 
predicted mapping except in the following five cases (i.e., per-
formance of approximately 84%): “confused,” “busy,” “anxious,” 
“hungry,” and “hopeful.” Filtering out clearly nonemotion 
words like “hungry” may have improved the results here, but 
our aim was to use a possibly noisy large vocabulary, since the 
data came from the web.

To see if the fuzzy logic approach agreed with a simpler 
approach, we converted the survey interval end-points to single 
points by taking the midpoints of the subjects’ intervals and 
then averaging across all subjects. As points in the 3-D emotion 
space, the mapping performance of Euclidean distance was 
essentially the same as those determined by the fuzzy logic 
similarity measures. However, a simple Euclidean distance met-
ric loses some of the theoretical benefits we have argued for, as 
it does not account for the shape of the membership functions 
and cannot account for subsethood.

Based on the membership functions from the Spanish survey 
and the previous English surveys, we constructed similarity 
matrices between the Spanish words as input and the English 
words as output. The similarity matrix of the Spanish words and 
the Emotion Category Word vocabulary are shown in Table 2. 
Overall, the best performance of 86.7% came from mapping 
from the Spanish vocabulary to the Emotion Category Word 
vocabulary using similarity (rather than subsethood), and aggre-
gating the scale-wise similarities using the multiplicative product 
of the three scales. The performance of mapping from Spanish to 
the Blog Mood vocabulary was worse that with the Emotion 
Category Word vocabulary as output because the much larger 
size of the Blog Mood vocabulary resulted in more confusability. 
The best performance for this task was 50% using similarity and 
linguistic weighted average for aggregating the similarities. A 
comparison of the different similarity and aggregation methods 
can be seen in Fig. 6 for mapping from Spanish to the Emotion 
Category Word vocabulary and Fig. 7 for mapping from Spanish 
to the Blog Moods vocabulary.

B. Propositional Model (Model 2)
For the propositional model, we collected a set of 1228 ques-
tion-answer pairs from 110 human-human EMO20Q 
matches, in which 71 unique emotion words were chosen. In 
these matches, the players successfully guessed the other play-
ers’ emotion words in 85% of the matches, requiring on aver-
age 12 turns.

In the set of question-answer pairs there were 761 unique 
answer strings. We selected a set of 99 answers based on  
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Figure 6 Performance of translating from the Spanish emotion 
vocabulary to the categorical emotion vocabulary, which was the set 
of emotion labels used for annotating the IEMOCAP corpus [52].
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Figure 7 Performance of translating Spanish emotion words to live-
Journal mood labels (colloquial emotion words).
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frequency of occurrence and how well 
the set covered the space from affirma-
tive to negative answers. We used the 
interval approach to obtain fuzzy sets 
for the answers to yes/no questions.

A sample of these are shown in 
Figure 8. To evaluate these, we deter-
mined the extent to which the medi-
ans from the single handle slider survey 
were a full or partial members in the 
fuzzy sets der ived from interval 
approach’s double handle slider survey, 
which used different subjects but the 
same stimuli. We found that the IT2 
FSs from the interval approach surveys 
corresponded well with the single-
slider data. All of the estimated IT2 FSs 
except one contained the median of 
the single-slider values, i.e., 99%. This 
word, “NO!”, was a singleton IT2 FS 
at zero, while the median from the sin-
gle slider was at one (on the scale from 
0 to 100). The average value of the IT2 
FS membership functions (which is an 
interval-valued range) at points corre-
sponding to the median of the single-
slider values was (0.41,0.84). To evaluate the enhanced interval 
approach (EIA), we found that the EIA-derived IT2 FSs per-
formed nearly as well. The IT2 FSs contained all but two of the 
median single-slider (~98%) and the average membership of 
the median single-slider values was (0.12,0.89).

Beyond these quantitative measurements, the membership 
functions from model 2 are qualitatively tighter than those of 
model 1, especially with the enhanced interval approach. 
Though some of the membership functions span large portions 
of the domain, these are answers that signify uncertainty (such 
as “kind of,” “I think so,” and “perhaps” in Figure 8). This was 
in contrast to model 1, which more frequently resulted in 
broad membership functions with wide footprints of uncer-
tainty. The data and code for the experiments of model 2 can 
be accessed at http://code.google.com/p/cwwfl/.

VI. Discussion
Variables that range over sets and functions rather than indi-
vidual numbers are important developments for modern 
mathematics, and further, variables that range over proofs, 
automata languages, and programs further add to the rich-
ness of objects that can be represented with variables. This 
paper looked at expanding the domain of variables to 
include emotions. To model a seemingly non-mathematical 
object in such a way, we use fuzzy sets, another relatively 
new type of variable. This paper proposed two models for 
emotion var iables, one that represented the meaning  
of emotion words on a three dimensional axis of valence, 
activation, and dominance, and another that represented 

emotions as a sparse vector of truth values over propositions 
about emotions.

First, we examine the relative benefits and drawbacks of the 
two models we proposed: the first model based on valence, 
activation, and dominance scales, and the second model based 
on questions about emotions whose answers are rated on a 
scale from true to false.

The first model captures intuitive gradations between emo-
tions. For example, the relation of “ecstatic” and “happy” can be 
seen in their values on the scales: “ecstatic” will a subset of 
“happy” with valence and activation values more to the extreme 
periphery. Also, the scales used by the first model are language-
independent, iconic representations of emotion, which enables 
researchers to use the same scales for multiple languages.

However, for the first model, each word needs an interval 
survey on the three scales to calculate the membership function 
for the word, which is laborious and limits the model to words 
whose membership functions have been calculated already. 
Also, as we have seen, performance degrades with the size of 
the vocabulary. Some of the performance degradation can be 
expected due to the inherent difficulty of making a decision 
with more choices. However, limiting the representation to 
three scales does also limit the resolution and expressiveness of 
the model.

The second model, on the other hand, gives a better resolu-
tion when there is a large number of emotions. With more emo-
tions, more expressivity is needed than just valence, activation, 
and dominance. To give examples of some of the emotion words 
from EMO20Q that are difficult to represent with only valence, 
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Figure 8 Example IT2 FSs calculated with the enhanced interval approach for answers to yes/
no questions.
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activation, and dominance, we can see that “pride,” “vindication,” 
and “confidence,” might all have similar valence, activation, and 
dominance values, so it would be hard to distinguish these on 
the basis of only the three scales. By representing emotions with 
propositions based on questions from EMO20Q, we can use a 
single fuzzy scale for any arbitrary proposition: once the scales are 
established the bulk of the data can be collected purely in natural 
language. Moreover, the propositional truth-value scale can be 
used for other domains besides emotions.

However, with the second model there is no clear way to 
compare emotions that were not asked the same set of ques-
tions. In the EMO20Q game, the questions are seen as they 
occur in the game. It will be necessary to collect more data 
outside of the game to make sure that all the prevalent ques-
tions are asked about each emotion. Even though we can use a 
single fuzzy scale for each proposition’s truth-value the set of all 
propositions about emotions is a vast open set, so data collec-
tion is still an issue. Since the propositions are based on a spe-
cific human language, the equivalence of different propositions 
in different languages is not as apparent as in the first model.

There were several modifications that we made to the inter-
val approach to make it more robust for when all intervals are 
discarded by the preprocessing. It was determined that the final 
removal of all intervals took place in the reasonable interval 
processing stage. The modification to the original interval 
approach involved keeping the intervals in this stage if all 
would have been removed. This had the effect of creating a 
very broad membership function with a lower membership 
function that was zero at all points. The enhanced interval 
approach improved the rejection of intervals in various stages 
by separately considering interval endpoint criteria and interval 
length criteria. For the first model, the enhanced interval 
approach yielded worse results when using the translation task 
as a evaluation metric. This was due to the narrower member-
ship functions that the enhanced interval approach was 
designed to produce. In the case of similarity and subsethood 
calculation, the narrower membership function led to more 
zero entries in the calculation of similarity and subsethood. In 
the translation task, this resulted in a less robust translation 
because small variations in the membership function would 
yield a disproportionate change in similarity and subsethood 
values. However, in the case of the second model, where the 
fuzzy sets are used in a more traditional fashion, i.e., as proposi-
tional truth quantifiers, the enhanced interval approach did in 
fact yield membership functions that appeared to more tightly 
contain the single slider results and performed as well on the 
evaluation metric we used for this task.

The different models both use IT2 FSs, but beyond that, 
they present different approaches in the representation of 
emotion descriptions. Because of the difference in approach 

and the resulting format of the model, they 
were difficult to evaluate in the same way. For 
the first model, because the fuzzy scales of 
valence, activation, and dominance are 
directly tied to the emotion representation 

and because the scales are nonlinguistic in nature (they are 
labeled with a cartoon manikin), the cross-language translation 
task was a possible evaluation metric. However, the fuzzy scales 
used in the second model are indirectly linked to emotions via 
linguistic propositions about emotions. Since the propositions 
about emotions are specific to a given language, the translation 
task is not directly facilitated by this model.

From the comments given by the subjects of the survey, for 
model 1, we found that subjects reported confusion with the 
scale of dominance, despite the pictorial representation in the 
survey. For model 2, we found that the interpretation of linguis-
tic truth values was a source of reflection for the subjects and this 
provided insight into the variation that may have otherwise been 
attributed to lack of cooperation on the part of the Amazon 
Mechanical Turkers. For example, the stimulus “definitely,” from a 
logical point of view would be assumed to be a strong “yes.” 
However, several Turkers mentioned that they realized that, when 
they use the word “definitely,” they do not mean “definitely” in 
the logical sense, but rather that the colloquial meaning is some-
what more relaxed. From the fuzzy set representation point of 
view, it may be advantageous to recognize distinct senses for the 
meaning of words and phrases. In the case mentioned, the word 
“definitely” could have colloquial sense and a logical sense. 
Another example of this was in the control phrases we used in 
the second model. For example “not certainly” was often con-
fused with “certainly not.” This is not to say that all the Turkers 
were cooperative and took the time to understand the task, but it 
shows that there are many factors involved with measuring 
uncertainty. From Figure 3, we can see that the default value of 
the slider (in this case, a single slider at the middle of the scale) 
was a salient point of outliers. Modeling the effects of uncooper-
ative users who may click through as quickly as possible is one 
possible improvement that could be made to the interval 
approach from the data processing point of view.

Our conclusion in comparing the two models is that for 
basic emotions the valence, activation, and dominance scales of 
model 1 would suffice. Examples of a use-case for the first 
model would be for converting a large, expressive set of emo-
tion labels to a smaller set for the purpose of training a statisti-
cal classifier. However, for the class of all words used to describe 
emotions in natural language, the representational power of first 
model’s valence, activation, and dominance scales is not suffi-
cient. To fully understand what a given emotion word means to 
someone, our work indicates that the second model is a better 
model if the modeling goal is to represent a larger vocabulary 
and finer shades of meaning.

VII. Conclusions
In this paper we presented two models to represent the mean-
ing of emotion words. We gave an explicit description of 

We consider two basic relations on emotional 
variables: similarity and subsethood.
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meaning in our models. The first model involved interpreting 
the emotion words as three-dimensional IT2 FSs on the 
dimensions of valence, activation, and dominance. This model 
allowed us to map between emotion vocabularies of different 
sizes and different languages. The mapping was induced by 
picking the most similar word of the output vocabulary given 
the input vocabulary word. The similarity used for this map-
ping was derived from similarity or subsethood measures of the 
individual dimensions that were aggregated into a single mea-
sure for each pair of input and output vocabulary words. We 
devised a second model that addresses the challenges that arise 
when the vocabulary of emotion words is large. Instead of the 
lower dimensional representation in terms of valence, activa-
tion, and dominance scales, the second model used a high 
dimensional representation where the emotion words were 
represented in terms of answers to questions about emotions, as 
determined from data from the EMO20Q game. In the second 
model, IT2 FSs were used to represent the truth values of 
answers to questions about emotions. We found that the second 
model was necessary to capture more highly nuanced meaning 
when the vocabulary of emotion words was large.
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