ABSTRACT
Automatic analysis of advertisements (ads) poses an interesting problem for learning multimodal representations. A promising direction of research is the development of deep neural network autoencoders to obtain inter-modal and intra-modal representations. In this work, we propose a system to obtain segment-level unimodal and joint representations. These features are concatenated, and then averaged across the duration of an ad to obtain a single multimodal representation. The autoencoders are trained using segments generated by time-aligning frames between the audio and video modalities with forward and backward context. In order to assess the multimodal representations, we consider the tasks of classifying an ad as funny or exciting in a publicly available dataset of 2,720 ads. For this purpose we train the segment-level autoencoders on a larger, unlabeled dataset of 9,740 ads, agnostic of the test set. Our experiments show that: 1) the multimodal representations outperform joint and unimodal representations, 2) the different representations we learn are complimentary to each other, and 3) the segment-level multimodal representations perform better than classical autoencoders and cross-modal representations – within the context of the two classification tasks. We obtain an improvement of about 5% in classification accuracy compared to a competitive baseline.

KEYWORDS
multimodal deep learning, joint representation, autoencoders, advertisements

1 INTRODUCTION
Video advertisements (ads) or TV commercials have become an indispensable tool for marketing. Media advertising spending in the United States for the year 2017 was about 206 Billion USD. Companies not only invest heavily in advertising, but several companies generate revenue from ads. For example, the ad revenue for Alphabet, Inc., rose from about 43 to 95 Billion USD from 2012–2017. Considering the sheer number of ads being produced, it has become crucial to develop tools for a scalable and automatic analysis of ads.

In the seminal work of decoding advertisements, Williamson [28] states, “we can only understand advertisements ... by analysing the way in which they work”. Previous research in advertising has shown a link between humorous or exciting content and ad effectiveness [13]. These studies have been limited in their ability to generalize their results, due to sampling methods or the sample sizes. An automatic and scalable analysis of ads might provide an understanding of the most valuable design choices that are needed to produce an effective ad.

In this context, the multimodal nature of ads can be leveraged to learn robust representations that can relate them to impact. Ads often contain video, audio and text (spoken language) modalities. With the advent of deep learning and big data, it is possible to obtain semantic attributes for these modalities beyond tasks such as labeling objects in images, or detecting music in audio. For example, features from a network pre-trained to detect high-level attributes like smiling [12], actions [25] or quality of an athletic action [18] may form better input features for learning representations.

In this work, we demonstrate that the audio-visual representations from multimodal autoencoders can improve the performance of classification tasks of ads compared to the unimodal features. Our experiments suggest that the representations from autoencoders trained on larger, unlabeled data (agnostic of the test set) not only improve classification accuracy on testing, but also capture complementary information across the modalities. All models were trained on TensorFlow 1.4.0 and Keras 2.1.5 [6]. We have made the trained models, features and related code publicly available.

2 RELATED WORK
Hussain et al. [11] analyzed the “visual rhetoric of ads” using image representations. This study has compiled and examined a dataset of over 64,000 image ads, and 3,477 video ads. This data also includes human annotations for whether an ad is funny or exciting, among other labels such as topics, sentiment etc. In this work, we focus on the two binary classification tasks of whether an ad is ‘funny’ or ‘exciting’. These tasks were chosen because they have the most number of human-labeled samples.

Research studies on ads prior to [11] have mostly focused on understanding the impact on the consumers. For example, [2, 5] used low-level image features such as intensity and color to predict click-through rates in ads. Similar work has been done in the audio domain. For example, the audio characteristics of an ad can be related to high-level concepts such clarity of the advertised message and its persuasiveness [9].

Audio-visual analysis of ads has historically focused on applications such as context-based video indexing [26], high-speed detection of commercials in MPEG streams [19], and retrieval of video segments for editing [29]. Although there has been some research in the field of Media Studies analyzing the audio-visual components of commercials [16], automatic understanding of high-level attributes (e.g., humor) has not been explored.

Multimodal deep learning [17] has shown promising results in obtaining robust representations across different modalities. A few prominent applications are audio-visual speech recognition in the wild [7], video hyperlinking [27], content indexing [22] and multimodal interaction analysis in the fields of emotion recognition and affect tracking [20].

The objective of multimodal representations is to obtain a feature vector that projects different unimodal representations onto a common space. See [4] for a survey on multimodal machine learning and its taxonomy. While there are several neural network architectures
Figure 1: Schematic diagram of segment-level autoencoders for (A) joint representation (B) audio: \textit{a-to-a}, and (C) video: \textit{v-to-v}. Input video and audio features of dimensions $d_v$, $d_a$ for an ad of duration $t$. Video and audio segments of length $\tau_v$, $\tau_a$.

to learn these representations (e.g., sequence-to-sequence learning [3]), a popular approach is an autoencoder setup. An autoencoder with a linear decoder is akin to performing principal component analysis. Here, the model is trained to minimize the reconstruction error, and the features from the intermediate (middle) layer are used as common representations of the input modalities.

The benefit of using autoencoders is that they can be pre-trained on large domain-matched data, to obtain robust representations in an unsupervised fashion [17]. Motivated by these factors, we train unimodal, and multimodal autoencoders on a large, unlabeled dataset to obtain joint representations for ads. Our experiments and performance evaluation demonstrates the benefit of using such representations over audio-visual features.

3 DATASET

We use two datasets in this work. The primary dataset we consider is the video ads dataset released in [11]. This dataset originally had 3,477 ads from YouTube. However at the time of this work, only 2,720 ads were available. We consider two binary classification tasks: whether an ad is ‘funny’ or ‘exciting’. Of the annotations provided in [11], 1,923 ads had the labels for ‘funny’, and 1,326 had labels for ‘exciting’. Videos of duration less than 10s were excluded for this work. We refer to this dataset as \textit{Ads-cvpr17}. The average duration of the ads in this dataset is $50.8 \pm 27.9$ seconds.

One of our goals in this paper is to show that the unsupervised autoencoder representations learned from a similar, larger, and unlabeled database of ads can provide better representations for the classification tasks. For this purpose we obtained ads shortlisted for the Cannes Lions Film Festival [1] through the years 2007–2017. This resulted in a dataset of 9,740 ads. The details of this dataset have been made publicly available\footnote{To be provided after blind review}. Henceforth, we refer to this dataset as \textit{Ads-Cannes}. The average duration of ads in this dataset is $90.3 \pm 80.1$ seconds.

4 METHODS

We first describe the choice of audio and video descriptors that we used in this work. We then present the procedure for training segment-level autoencoders using input frames to obtain unimodal and joint representations, followed by classification methods for the binary tasks.

4.1 Unimodal representations

4.1.1 Video representations. Prior work [11] has shown that features extracted from action recognition neural networks are effective toward automatic understanding on ads. Following this direction, we used the features from C3D network [25] which capture spatio-temporal features for recognizing actions in videos. It was pre-trained on the Sports-1M data [14] and fine-tuned on UCF-101 [23]. Global average pooling (GAP) in CNNs has been shown to improve localization and discriminability for action recognition tasks [30]. Hence, we perform GAP after the final convolution block in C3D network to obtain video features. We also replicated the results in [11] using the \textit{fc7} features. These results were comparable to the results from GAP features.

4.1.2 Audio representations. Audio is an integral part of TV commercials because it can convey abstract concepts in a short duration [9]. We use features from an audio event detection network, \textit{AudioSet} [10]. The actions being considered in the C3D framework are different from the events classified in \textit{AudioSet}. Hence, these features likely provide complementary information to the video features. \textit{AudioSet} uses a modified VGG [21] architecture to classify audio events with log-mel spectrograms of audio as input.

4.2 Segment level autoencoders

4.2.1 Segments from frames. The ads considered in this work are of variable duration. Hence, the features obtained from the different modalities do not have a fixed length. Additionally, the pretrained networks used for video and audio representations each
use different number of input frames. In this context, sequence representation is a popular approach (See [4] for a survey).

Sequence modeling approaches commonly use a RNN or LSTM architecture to learn the mapping between sequences in the two modalities, often explicitly modeling alignment with the use of attention [24]. In this work, we approximate a sequence representation by training an autoencoder at the segment level instead of sequence-to-sequence learning. We refer to the window consisting of a frame-of-interest and a fixed context as a segment. This allows us to jointly model the multimodal representation at a shorter time-scale (about 7 seconds) thus generalizing easily to other ads. This is a common data augmentation approach used in sequence learning for datasets with longer sequences [10].

Segments are generated as follows:

1. Identify a frame-of-interest in video \(x_v\), and include \(\delta\) seconds worth of frames for forward and backward context.
2. Identify the audio frame-of-interest \(x_a\) corresponding to \(x_v\).
3. Concatenate the frames from the resulting video segment of length \(\tau_v\) to form \(X_v\). Similarly, concatenate the frames of audio segment of length \(\tau_a\) to form \(X_a\). (See Fig. 1)

Note that although \(\tau_v \neq \tau_a\) because of different sampling rates for each modality, these windows correspond to the same time duration. This helps ensure that the video and audio segments used in the autoencoders are time-aligned.

4.2.2 Multimodal autoencoders. We train three different autoencoders using the segment-level samples. A schematic diagram of the three networks is shown in Fig. 1. The encoders and decoders in these networks are a sequence of fully connected (FC) layers. For brevity, we represent the parameters (weights and biases) of the encoder and decoder parts of the network as \(f(\cdot)\) and \(g(\cdot)\) respectively. The representation vectors are denoted as \(Z\). Using this notation, the three architectures can be described as follows:

(A) Joint autoencoder representation: \((Z_{\text{joint}})\)

\[
\min_{f_a,f_v,g_a,g_v} \frac{1}{n} \sum_{i=1}^{n} (X_v^{(i)} - Y_v^{(i)})^2 + \frac{\lambda}{n} \sum_{i=1}^{n} (X_a^{(i)} - Y_a^{(i)})^2
\]

where \(X_v^{(i)}, X_a^{(i)}\), and \(Y_v^{(i)}, Y_a^{(i)}\) are the video and audio frames respectively. We minimize the weighted mean squared error (MSE). The weights \(w_v\) and \(w_a\) are set such that they sum to 1.

(B) Segment-level audio representation \((Z_a)\), and (C), segment-level video representation \((Z_v)\): We construct symmetric autoencoders to obtain segment-level audio and video representations. While (A) captures the shared joint representation of the two modalities, these networks capture the information from the individual modalities.

The three networks were trained independent of each other. The network layers were designed such that the dimension of middle layers was consistent; i.e., \(|Z_{\text{joint}}| = 2|Z_v| = 2|Z_a|\). Finally, we concatenate the three vectors to obtain a multimodal representation of dimension \(2|Z_{\text{joint}}|\). These are further averaged across time to obtain a single feature per ad.

4.3 Classification of ads as funny or exciting

We use a support vector machine (SVM) classifier with representations from the autoencoders as features. The parameters of the SVM are tuned on a development set, and the results are reported using a 10-fold cross validation. We used McNemar’s chi-squared test with continuity correction [8] to test for differences in both the performance of the predicted labels with the ground-truth, as well as between different models. We conducted pairwise tests (with Bonferroni correction for multiple comparisons) to test the performance of the models trained on different representations. A significant difference in this pairwise test of these outcomes would indicate that the different representations provides complementary information for the classification task.

5 EXPERIMENTS AND RESULTS

In all our experiments, the multimodal autoencoders were trained on the Ads-Cannes dataset in an unsupervised fashion (with respect to the classification tasks). The middle layer representations for the Ads-cvpr17 dataset were then used for the classification tasks. First, we trained the autoencoders using the segments from 9,740 ads. We then performed experiments to analyze two claims: 1) representations from segment-level autoencoders trained on a larger dataset are better than the frame-level features, and 2) multimodal feature representations provide more information than the individual modalities – for classification tasks on the Ads-cvpr17 dataset. In all cases, segment-level or frame-level features were averaged across time to obtain a single feature vector per sample. The binary classification tasks were performed as described in Sec. 4.3.

5.1 Multimodal autoencoders

As described in Sec. 4.1, we obtained video features for every 0.64s using the pre-trained C3D network. We obtained the output from the final convolution layer, and performed global-average-pooling, resulting in a 512-dimensional vector. We obtained audio features (128-dimensional) for
Table 2: Performance evaluation of unimodal vs. joint representations from the autoencoders

<table>
<thead>
<tr>
<th>Method/Task</th>
<th>Funny Acc</th>
<th>Funny F1</th>
<th>Exciting Acc</th>
<th>Exciting F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline (on complete data [11])</strong></td>
<td>78.6</td>
<td>-</td>
<td>78.2</td>
<td>-</td>
</tr>
<tr>
<td>BidDN[27]</td>
<td>78.01</td>
<td>75.71</td>
<td>79.02</td>
<td>82.17</td>
</tr>
<tr>
<td>Classical autoencoder [27]</td>
<td>71.54</td>
<td>61.92</td>
<td>77.10</td>
<td>81.02</td>
</tr>
<tr>
<td>Best uni-modal (Z_a)</td>
<td>78.32</td>
<td>75.82</td>
<td>79.79</td>
<td>84.17</td>
</tr>
<tr>
<td>Joint representation (Z_{joint})</td>
<td>79.83</td>
<td>76.41</td>
<td>80.39</td>
<td>85.01</td>
</tr>
<tr>
<td><strong>Multimodal representation</strong></td>
<td><strong>83.24</strong></td>
<td><strong>79.16</strong></td>
<td><strong>84.05</strong></td>
<td><strong>86.22</strong></td>
</tr>
</tbody>
</table>

every 0.96s from the publicly available pre-trained AudioSet model\(^1\). Audio and video segments were constructed with these ‘frame-level’ features with a forward context and backward context of duration about 3.2 seconds. Each segment consisted of feature vectors corresponding to a duration of about 7s resulting in video and audio segments of size 11x512 (=5632) and 7x128 (=896) respectively. We use a shift of 3 video-frames for obtaining consecutive video-segments. This resulted in a training set of 495,331 segments from the 9,740 ads.

The encoder and decoder parts of the autoencoders (see Sec. 4.2.2) were designed in a symmetric fashion. We use a shorthand notation to describe the network architecture. (N.B: due to the symmetric nature of the design, it is sufficient to describe the encoders)

**Video encoder** \( f(X_v) \rightarrow \text{INP}[5632] \rightarrow \text{FC}[2816] \rightarrow \text{Dropout}(0.2) \rightarrow \text{FC}[1402] \rightarrow \text{Dropout}(0.2) \rightarrow \text{FC}[704] \rightarrow \text{FC}(n_a) \)

where INP = Input, FC = Fully connected layer with ReLu activation. \([\cdot]\) indicates the number of nodes in the layer.

**Audio encoder** \( f(X_a) \rightarrow \text{INP}[896] \rightarrow \text{FC}[448] \rightarrow \text{FC}(n_a) \).

The number of nodes in the middle layer \( n_a \) and \( n_v \) was tuned over the set \( \{16, 32, 64, 128, 256, 512, 1024\} \) on the reconstruction loss of the training set. The networks were optimized with the Adam algorithm [15]. Training loss was monitored for parameter search because we train the unimodal autoencoder representations better than the raw features – in the context of classifying whether an ad is funny or exciting, McNemar’s chi-squared test\(^2\) showed that the all the models outperform the majority class baseline. The audio-autoencoder representations \((a\rightarrow a)\) and the video-autoencoder \((v\rightarrow v)\) representations significantly outperformed the input audio and video features respectively \((p < 0.01)\). This suggests that (segment-level) autoencoders trained on larger, unlabeled data can provide ‘better’ representations for classification tasks.

5.2 Performance evaluation

5.2.1 Unimodal autoencoder representations. Classification performance as measured by accuracy and F-score shown in Table 1 supports our claim that the unimodal autoencoder representations perform better than the raw features – in the context of classifying whether an ad is funny or exciting. McNemar’s chi-squared test\(^2\) showed that the all the models outperform the majority class baseline. The audio-video autoencoder representations \((a\rightarrow v)\) and the video-audio autoencoder \((v\rightarrow a)\) representations respectively \((p < 0.01)\) and \((p < 0.01)\) respectively.

5.2.2 Multimodal autoencoder representations. Performance evaluation results shown in Table 2 support our claim that multimodal information improves classification of whether an ad is funny or exciting. Note that the baseline results used in Table 2 are taken from [11]. These results are different when replicated on the data available (see acc. for C3D features in

\(^{1}\)https://github.com/tensorflow/models/tree/master/research/audioset
\(^{2}\)Reject \(H_0\); marginal probabilities of each outcome are the same at \(p < 0.01\)

Figure 2: Similarity of representations with each other and across time in a sample

Table 1. As such [11] is a competitive baseline since it had at least 700 more samples than the Ads-cvpr17 dataset used in our paper. Our best uni-modal performance was comparable (if not better) than this baseline. We did not perform a significance test here due to lack of predicted labels from [11]. The concatenated multimodal representation (final output representation in Fig. 1) improved the classification accuracy by about 5% over the baseline. Pairwise McNemar’s tests were conducted between the predicted outcomes for the two classification tasks from the four models (i.e., \(v\rightarrow v\), \(a\rightarrow a\), joint and multimodal representations). All pairwise tests except one (exciting: \(a\rightarrow a\) vs. joint representation) survived multiple comparison correction \((p << 0.01)\). The results from the chi-square test indicate that the models mislabel different samples during prediction. This suggests that the unimodal, joint and multimodal representations provide complementary information for the classification tasks considered.

The complementary nature of these representations was also examined by computing similarity of these vectors with each other and across time of an ad sample. Fig. 2 shows that the unimodal and joint representations are uncorrelated with each other (off-diagonal blocks). Additionally, the correlation of the individual representations across the time within an ad is similar (by visual inspection of the diagonal blocks). Finally, as shown in Table 2, the proposed segment-level autoencoders outperform the classification models trained on representations from BidNN[27] and classical autoencoders.

6 CONCLUSIONS

In this paper, we propose segment-level autoencoders to obtain multimodal joint representations for analyzing advertisements. We show that representations obtained from training autoencoders on larger, unlabeled datasets are beneficial for classification tasks. Our experiments show that the unimodal and joint representations from the autoencoders provide complementary information, and improve classification performance over a competitive baseline, as well as compared to representations from classical and cross-modal autoencoders. In the future, we would like to allow our proposed approach to be more flexible in aligning segments across different modalities, which could be useful for representing asynchronous audio and visual events.
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